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Abstract  
Games with a purpose, also known as GWAPs, are a genre of games that aims at addressing the 

problem of creating difficult metadata for content. One of the most important factors involved 

on any of these games is the principle of crowdsourcing. This principle involves the 

displacement of usual internal or professional labor to the general public, who willingly perform 

such tasks either by personal motivation or altruism. These games achieve their goal by 

concealing the process of creating input, under a game that is fun to play. The first example of 

such a game was launched on 2003 by Luis von Ahn and Laura Dabbish and was the ESP game. 

Its play style revolved around the idea of players providing helpful labels for images as the 

game was carried out. Since the pioneering start of ESP, there has been an array of new GWAPs 

using the same paradigm that aim to create metadata on all sorts of content, such as sound, 

videos and songs.  

A notable example of such posterior GWAPs is the online video annotation Waisda?, launched 

in 2009. Waisda? invited players to describe what they see and hear and receive points when 

they produce a tag, provided that it matches the tag their co-player has entered. The output 

produced by the process, is a user generated collection of tags that describe an extensive 

collection of over 700,000 hours of television, radio, music and film; that originates from The 

Netherlands Institute for Sound and Vision (Nederlands Instituut voor Beeld en Geluid). This 

type of indexing is described with the term folksonomy which utilizes the knowledge of crowds 

to acquire tags and offer an unstructured alternative scheme to professional cataloguing 

paradigms. Users have the ability to freely describe content using natural language by choosing 

appropriate keywords according to their judgment. However, due to the heterogeneity of users 

and the variety in natural languages and expressive ways, folksonomy tag spaces are more likely 

to contain a higher amount of incorrect, misspelled, imprecise or ambiguous tags, as opposed 

to structured taxonomies that adhere to stricter indexing rules. All these cases of erroneous 

tags are a result that emanates from the open nature of social tagging can be described using 

the term meta-noise.   

 

 

  



Scope 
The scope of the thesis is to conduct research in order to investigate various tag filtering and 

cleaning methods that may improve the overall quality of the tags in games with a purpose and 

reduce the amount of meta-noise within a folksonomy. Additionally, a suite of 3 new mini 

GWAPs is proposed. These games aim to expand the basic game style of the genre to include 

alternative element combinations of board games and competitive gameplay styles used in 

general. This fusion of different types of game elements will presumably provide a pleasant 

gaming experience to users, making them want to play more; therefore produce more tags. In 

order to achieve this, all the well known problems of social tagging paradigm and look at all the 

specific issues that lead to meta-noise must be identified. The most frequent cases of meta-

noise are ambiguity, variations of spaces and multiple words, synonyms, acronyms, plural and 

singular forms, erroneous spelling and esoteric specialized tags. Next, we examine the 

effectiveness of other folksonomy systems that utilize tag filtering and correctional techniques 

for reducing meta-noise. Finally after having gathered all this information and we take a look at 

the most important game design principles of GWAPs and propose an architecture that 

embodies the best tag-noise reduction solutions found in the study cases examined in the 

investigation. Finally the description and specification of the three mini games is provided as 

well as the mockup implementation of one of the three games.  

1.1 Context 

The Netherlands Institute for Sound and Vision (Nederlands Instituut voor Beeld en Geluid) is 

one of the largest audio-visual archives in Europe and focuses on collecting, preserving and 

making accessible most of the audio-visual heritage of the Netherlands. Its collection totals over 

700,000 hours of television, radio, music and film, while new material is added on a daily basis. 

This unique source of information is used for research by students, academics, journalists, 

international production companies and broadcasting organizations. One of the primary 

concerns of Sound and Vision was to increase the findability of their video collection. Even 

though professional annotators manually add metadata to content, this is a costly and time 

consuming process. Furthermore, since the volume of material is already large and is being 

enriched on daily basis, Sound and Vision does not have enough manpower to annotate all the 

material. This consequently leads to material left with incomplete descriptions, which are hard 

or impossible to find.  

To provide solutions for the aforementioned problem, Sound and Vision employed a 

crowdsourcing paradigm in order to actively involve users in the indexing process. Specifically, 

the principle of crowdsourcing has been manifested through a video annotating game called 

ά²ŀƛǎŘŀΚέ1. ά²ŀƛǎŘŀΚέ ǿƘƛŎƘ ƭƛǘŜǊŀƭƭȅ ǘǊŀƴǎƭŀǘŜǎ ŀǎ ά²Ƙŀǘ ƛǎ ǘƘŀǘΚέΤ is a game with a purpose 
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launched in May 2009, that takes advantage of distributed human computation and embodies 

άŀ ǇǳǊǇƻǎŜ ŦƻǊ ǘƘŜ ǇŜƻǇƭŜ ǎŜǘǘƛƴƎ ǳǇ ǘƘŜ ƎŀƳŜ ōȅ ƘŀǊƴŜǎǎƛƴƎ ƘǳƳŀƴ ŀōƛƭƛǘƛŜǎ ƛƴ ŀƴ ŜƴǘŜǊǘŀƛƴƛƴƎ 

ǎŜǘǘƛƴƎέ [1]. The basic idea behind games with a purpose is simple. Since playing games is a 

rather popular activity for all ages, some of that energy could be diverted in order to serve 

some particular purpose. Luis von Ahn, who coined the term, has done the most notable work 

in this genre, with six games available at www.gwap.com. 

The term crowdsourcing describes the displacement of usual internal or professional labor to 

the general public, who willingly perform such tasks either by personal motivation or altruism. 

Essentially, such a practice delegates part of problem to a large number of users over the 

Internet, who collaboratively works to achieve a common goal [2][3]. Such an activity is an 

example of distributed human computing, or human-based computation [4]; which combines 

the strengths of humans and machines in order to find solutions to problems that could not be 

solved by either computers or humans alone. Crowdsourcing is considered to be one of the 

core characteristics of Web 2.0. Every unit of contribution is important and as the number of 

contributions grows, the website is eventually driven to a higher state of relevance [5]. 

Waisda aims at collecting user tags via a crowdsourcing paradigm concealed behind its game 

functionality.  A tag is a term associated with assigning a piece of semantic information to a 

document, in order to annotate and describe the content of a particular resource with 

appropriate keywords in a structured manner [6]. The basic functionality behind Waisda, as 

well as other video tagging games, focuses on inviting users to play the game and provide 

relevant tags to video material displayed on their screens. The tagging process is achieved as 

the game progresses. The game displays the same video on both players who are instructed to 

describe what they see and hear. If the tag they enter matches the tag their co-player has 

entered, they receive reward points which are added into a total score. Players may choose to 

keep providing tags for the same video or skip it and move with the next video. The underlying 

correctness factor of each tag depends on consensus between the players, i.e. the more players 

state the same term about a specific video, the more likely the term is correct.  

The collection of Sound and Vision is used by a large heterogeneous set of users; therefore it 

should represent all of them. Hence, by employing a crowdsourcing paradigm Sound and Vision 

is able to draw user tags as a side product of playing. This type of indexing is described by the 

term folksonomy [7]. Folksonomies and collaborative tagging have emerged as an important 

method for collecting data about data. Folksonomies offer a useful uncomplicated method of 

applying semantic information to content and lower content categorization costs. They are 

designed in such a way, which allows the encapsulation and reflection of disparate opinions of a 

large number of heterogeneous users. That effectively means that instead of relying on a single 

professional entity, folksonomies draw on many users with different perceptions and cultural 



background to classify content and set the index terms. By making use of such a scheme, 

applications like Waisda and GWAPs have managed to circumvent taxonomy related problems. 

For example, annotations deriving from controlled vocabularies (thesauri) do not contain all the 

words from natural language, hence, content descriptions may be limited to terms reflected 

only by the thesauri.  

1.2 Problem Statement  

Despite the potential of crowdsourcing paradigms and GWAPs in collecting tags and making 

content more findable, they are still far from being perfect. To begin, folksonomies pose several 

tag consistency problems. In contrast to professionally developed controlled vocabularies 

(taxonomies) that offer more exact results, the unsystematic and uncontrolled nature of a 

folksonomy, where a number of different opinions coexist in the same space, is bound to 

produce problems such as inadvertent typographical errors, spelling variations or irrelevant and 

inaccurate descriptions of an item.  

Furthermore, as an uncontrolled vocabulary is shared across an entire system with different 

users, the terms in a folksonomy may lose some of their meaning and become ambiguous as 

different users apply terms to documents in different ways. (Ex. The term jaguar might refer to 

the animal or the car brand). Additionally, acronyms, multiple words, synonyms or cases of 

plural-versus-singular tags present some problematic areas of folksonomies. (Ex. The words car 

and cars can be registered as two different tags) Therefore, a video tagging game should not 

only gather user tags but should be able to clean tags and refine a folksonomy without losing its 

openness. All these cases of erroneous tags can be described using the term meta-noise [21].   

Finally, another crucial point of interest is regarded with the overall enjoyment and appeal of 

the game to its users. The replay value of a video game describes the entertainment value of 

playing the game more thŀƴ ƻƴŎŜ ŀƴŘ ƛǘΩǎ ŘŜǘŜǊƳƛƴŜŘ ōȅ factors such as the challenge a game 

sets to its players, the different ways a user can accomplish a task or the rewards the player 

receives for playing. While games in general have evolved to offer a great amount of depth and 

variety within their gameplay, the case is different in games with a purpose. The main reason 

that narrows the gameplay of such games is that they have a very specific purpose; gathering 

user tags for various resources.  

Most GWAPs can only offer a straightforward game environment designed solely within their 

limitation of their intended purpose. Such limited depth may consequently lead to a stringent 

lifespan and stale replay value of the game. The introduction of new mini GWAPs that combine 

elements from other successful genres of games such as board games, or competitive-

elimination type games, could presumably attract players who seek to engage in competitive 

game modes or games with more elaborate graphical environments. Furthermore, in 

combination with the previous assumption; the introduction of mini games that utilize the fact 



that people within the GWAP community may possibly share common interests with other 

users, would give greater flexibility to players to choose for preferred topic. Such could 

consequently attract players that seek to engage in knowledge competition games and provide 

tags with greater semantic value on a specific topic. The overall outcome of the introduction of 

new games could possibly give a refreshing tone on the genre, prolong its lifespan and enhance 

the overall enjoyment of users. 

In order to find solutions to these problems we must take a closer look at folksonomies and 

their flaws in order to determine various reasons that lead to meta-noise of tags. Then we need 

to look at other similar systems and applications and investigate their methods of dealing with 

meta-noise. Finally we must look existing similar video tagging games as well as the principles 

of GWAP game design and formulate new mini games that aim to solve specific meta-noise 

problems, while offering at the same time an attractive game environment and delightful 

gaming experience.  

1.3 Research Questions 

 This thesis will focus on the following research questions: 

1. What are the sources occurring in video tagging games using folksonomies that result in 

low of tags and meta-noise? 

2. How effective are the tag filtering and tag correctional mechanisms that have been 

employed by similar systems using folksonomies in improving the overall quality of their 

tags? 

3. Can the existing game style of GWAPs be combined elements from other successful game 

genres (board games) and competitive game styles in order to create new mini games 

that offer with increased replayability and enjoyment factors, takes advantage of mutual 

common interest topics between users, in order to provide greater flexibility and expand 

the gameplay at the same time?  

1.4 Approach  

To answer the above questions, the paper will initially provide a relevant and extensive 

literature study regarding the various reasons that may lead to low quality tags generally. These 

reasons mainly derive from the differences and variations of expression occurring in natural 

languages, such as ambiguity of words, homonyms, synonyms, abbreviations, etc; as well as 

from the numerous cases of improper, irrelevant, oblique or erroneously typed descriptions. 

The outcome of the first research question aims at gathering and presenting information on the 

most important sources for meta-noise.  

As soon as gather all the relevant information from the first question is established, research 

will continue with the second research question which will focus on existing methods that 



reduce meta-noise used in similar folksonomy games and applications. This stage aims at 

reviewing existing methods for improving the quality of tags in folksonomy systems. The 

literature study will present a number of case studies and analyze their corresponding methods 

for dealing with the matter. Additionally, this stage aims at providing positive evidence that 

folksonomies indeed can be refined to output more qualitative tag sets. This will be achieved by 

presenting the corresponding results for each method.  

As soon as the previous are established, the thesis will proceed on the definition of 3 video 

tagging mini games which will 1) prompt to the first research question and define the intended 

category of meta-noise they intent to improve and 2) identify and suggest viable solutions 

found from the second research question and be encapsulated within the architecture of the 

mini game suite. In tandem, the thesis will focus on providing a mock-up implementation of one 

out of the three proposed mini games.  

For the mini games that will remain unimplemented, attention will be given in suggesting ideas 

for enriching their gameplay and making them as interesting as possible. Such gameplay 

suggestions might regard various game modes (ex. Elimination round, team co-op, team 

tournaments, and ladder) and game experience enhancements such as achievements, 

unlockable content, special challenges and rewards. This also includes suggestions about 

ranking and achievement practices from other games which have managed to keep players 

motivated and retaining interest. 

Finally, the game will be put online for a limited amount of time in order to evaluate its overall 

usefulness and appealing. This concluding step aims at gathering the evaluation criteria through 

questioners 

  



2. Taxonomies and folksonomies  
Historically, the first attempts to classify and organize information dates back in ancient 

repositories such as the library of Alexandria in Egypt.2 People used taxonomic methods to 

create organized accurate records about plants and animals as well as store knowledge of 

various domains. As we are now crossing the modern era of digital information, it is evident 

that information has dramatically increased in terms of availability as well as size and 

abundance. The widespread and rapid advancement in communication and computing 

technologies have allowed the evolution and expansion of the World Wide Web. Since Sir Tim-

Berners Lee had the inceptioƴ ƻŦ ǘƘŜ ƛŘŜŀ ǘƻ άǳǎŜ ƘȅǇŜǊǘŜȄǘ ƛƴ ƻǊŘŜǊ ǘƻ ƭƛƴƪ ŀƴŘ ŀŎŎŜǎǎ 

information of various kinds as a web of nodes where the user can browse at will3έ 3; the World 

Wide Web has evolved into a huge global information space where users are able to search, 

browse, access, manipulate and publish vast volumes of data daily. For example, a fast evolving 

aspect of the WWW is Web 2.0. The term was coined in January 1999 by Darcy DiNucci and it is 

used to describe the new generation of applications and Web services which access and 

retrieve data, while facilitating at the same time a number of principles that enhance the 

notions of information sharing, interoperability, openness, user centered design and 

collaboration between users [8]. Some examples of Web 2.0 applications that employ such 

functionalities are various social networking sites and applications, blogs, wikis, video sharing 

sites, web applications mashups and folksonomies.  

Because of the vast amount of information that resides in the Internet, consistent classification 

has become an increasingly important matter. This classification of resources comes in many 

cases through tags and metadata. More precisely, the act of attaching a piece of semantic 

information to an item is called tagging and results in metadata. Metadata is often 

ŎƘŀǊŀŎǘŜǊƛȊŜŘ ŀǎ άŘŀǘŀ ŀōƻǳǘ ŘŀǘŀέΣ ǿƘƛŎƘ ƛǎ ǎǇŜŎƛŦƛŎ ƛƴŦƻǊƳŀǘƛƻƴ ŀōƻǳǘ ƻƴŜ ƻǊ ƳƻǊŜ ŀǎǇŜŎǘǎ ƻŦ 

the data and most usually presented in the form of tags. In essence, a tag describes an item 

through a set of textual keywords which reflects the relationship between the item and the 

concept in a users mind. Thus, metadata is structured data about data and they are formed by 

keywords and category names [9].   

2.1 Taxonomies, Advantages and Disadvantages  

Traditionally, the task of categorization and classification has been approached in a professional 

way. For example, libraries and organizations formed their records using professionals, whose 

purpose is to apply relevant terms to an item. Whether it is a book or a web document, the 

applied terms accurately describe its content and uniquely distinguish or group that item from 
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3
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the rest.  In a case of a digital library, the records must form a consistent and accurate 

taxonomy that abides to specific rules. Hence, a professional cataloguer needs to have special 

training and do the job according to standard schemes for cataloging, classification and 

categorization such as the Dewey Decimal System4, the Library of Congress Classification 

Scheme 5 and the Machine-Readable Cataloging records (MARC) standard6. The resulting 

taxonomy is a controlled high quality ontology that describes all the items in the library, 

arranged in a top-down hierarchical structure that maintains all the supertype-subtype 

relationships of those [6].  

The major disadvantage of professionally created metadata is their cost in economical terms as 

well as in terms of time and effort [6]. If somebody considers the amount of existing content 

and the fast rate that new content is added or being updated, then scalability problems is the 

first thing that comes to mind. It is clear that professional cataloguers solely, would never be 

able to categorize everything adequately fast. Another disadvantage that professional 

taxonomies pose directly comes from the fact that they rely on specific rules. Although a 

controlled taxonomy created by using dedicated cataloging systems and schemes would most 

probably offer higher quality and more accurate relevance of the indexed elements, this overall 

quality is impeded by the use of limited vocabularies. These vocabularies usually follow strict 

terminology as used by specific domains and reflect the vocabulary of the individual 

professional cataloguer forming the taxonomy; leaving aside the vocabularies used by 

untrained users. No matter how rich a taxonomy might be in terms, it will never be able to fully 

reflect different vocabularies of users with different cultural and social background using 

everyday language.  

2.2 Shift to user created metadata and folksonomies   

An improvement to the problems mentioned above was the movement towards author created 

tags, heralded by SGML7, the WWW, and the Dublin Core Metadata Initiative8. Since the advent 

of Web 2.0 applications, many web resources have been bookmarked and tagged by their own 

authors with freely chosen keywords. Generally, Web 2.0 applications are characterized by their 

rich user experience, dynamic content, scalability and metadata [10]. These characteristics are 

manifested through the freedom given to its users, who are able search, contribute, label and 

identify relevant information according to their liking.  

A basic principle shared amongst such applications is that they rely on their users to responsibly 

and accurately enter metadata before their files are disseminated to others [11]. Outright, a 
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5
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6
 http://www.loc.gov/marc/ 

7
 http://www.is -thought.co.uk/sgml.htm 

8
 http://dublincore.org/ 
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person that makes use of a typical Web 2.0 site is given the chance to become the author of 

user generated content, which in turn may be published and distributed within virtual 

communities. By letting authors attach their own individual tags to their content, some of the 

scalability issues found in professionally created metadata are resolved [6]. However, the most 

notable advantage that Web 2.0 applications enabled was the ability of collaborative tagging. In 

such a scheme, users are encouraged to participate in the categorization of content and make it 

increase its findability. This type of collaborative classification systems are described with the 

term folksonomy.  

¢ƘŜ ǿƻǊŘ ŦƻƭƪǎƻƴƻƳȅ ƛǎ ŀ Ŧǳǎƛƻƴ ƻŦ ǘƘŜ ǿƻǊŘǎ άCƻƭƪέ ŀƴŘ ά¢ŀȄƻƴƻƳȅέ ŀƴŘ ƛǘ ǿŀǎ ŦƛǊǎǘ ŎƻƛƴŜd by 

the information architect Thomas Vander Wal in August of 2004. In his words, the definition of 

a folksonomy is: ϦΧ ǘƘŜ ǊŜǎǳƭǘ ƻŦ ǇŜǊǎƻƴŀƭ ŦǊŜŜ ǘŀƎƎƛƴƎ ƻŦ ƛƴŦƻǊƳŀǘƛƻƴ ŀƴŘ ƻōƧŜŎǘǎ όŀƴȅǘƘƛƴƎ ǿƛǘƘ 

a URL) for one's own retrieval. The tagging is done in a social environment (shared and open to 

others). The act of tagging is done by the person consuming the information." [7] In contrast 

with a taxonomy which is a hierarchical approach for categorization, a folksonomy is a bottom-

up approach consisted from terms arranged in a flat namespace; and does not maintain an 

explicit hierarchy or specific supertype-subtype relationships between the terms and elements 

[6].  

Additionally, a folksonomy does not hold any specific predetermined vocabulary or set of 

classifiŎŀǘƛƻƴ ǘŜǊƳǎ ƻǊ ƭŀōŜƭǎΦ Lǘ ǳǎŜǎ ǇŜƻǇƭŜΩǎ ƻǿƴ ǿƻǊŘǎ ƛƴ ƻǊŘŜǊ ǘƻ ŘŜǎŎǊƛōŜ ƳŀǘŜǊƛŀƭ ŀƴŘ ŘŀǘŀΦ 

[12] In other words, a folksonomy is consisted from a set of terms that a group of users tag 

content with, which implies a broader number of vocabularies, thus a more flexible approach 

for describing documents. The immediate effect is that tagging has moved from being an 

individual process of categorization towards an open cooperative social process of indexing and 

knowledge construction.  

Such an approach is an example of distributed human computing, or human-based 

computation. Essentially this technique combines the strengths of humans and machines and 

provides a tangible solution to tagging by delegating part of the problem to a larger number of 

users [4][13]. This ŘƛǎǇƭŀŎŜƳŜƴǘ ƻŦ ƭŀōƻǊ ƛǎ ŎŀƭƭŜŘ ά/ǊƻǿŘǎƻǳǊŎƛƴƎέ ŀƴŘ ŘŜǇŜƴŘǎ ƻƴ ǘƘŜ 

willingness and altruistic spirit of users to aid towards the accomplishment of each purpose. 

2.3 Kind s of tags 

Tags can be distinguished into a number of different types, depending on their purpose. The 

following classes are as mentioned in [14] and represent the entirety of tag types met within 

any usual folksonomy: 

Content-Based tags: These tags identify the actual content of the resource. Examples of 

content based tags are: Batman, Ferrari, Open source, Logitech, etc.  



Context-Based tags: These types of tags provide the actual context of an object in which the 

object was created or saved as well as they provide descriptions of locations and time. 

Examples of context-based tags are: Amsterdam, Dam Square, 11-11-2011, etc. 

Attribute tags: These tags are associated with inherent attributes of an object but they may not 

be derived from the content directly. Furthermore, their purpose is to identify what or who the 

resource is about (e.g., the author of some resource), as well as to identify various 

characteristics of the resource (e.g., funny, scary). 

Ownership tags: These tags identify the owner of a resource. 

Subjective tags: These tags are placed with the motivation of self expression and are used to 

ŜȄǇǊŜǎǎ ŀƴ ƛƴŘƛǾƛŘǳŀƭΩǎ ŜƳƻǘƛƻƴ ƻǊ ǇŜǊǎƻƴŀƭ ƻǇƛƴƛƻƴ ŀōƻǳǘ ǎƻƳŜ ŘƻŎǳƳŜƴǘΦ !ŘŘƛǘƛƻƴŀƭƭȅ ǘƘŜȅ 

are used to recommend or evaluate an object. Examples of such tags are: cool, bad, useful, 

beautiful, etc. Note that subjective tags can be related with attribute tags.  

Organizational tags: These tags relate with personal tasks or specific interests of an individual 

that have to do with the document and serve a organizational or reminder purpose to the user 

applying them. Examples of such tags are: to-read, mywork, mypicture, etc. These tags are 

often not useful to the general public.  

Factual tags: These tags are generally helpful tags that are used to identify facts about an 

object such as people, places or concepts and help describe objects in a way that most people 

would agree with. Content-bases, context based and objective attribute tags are considered to 

be factual tags.  

Tag bundles: A tag bundle is a group of related tags used to organize a tag cloud. In other 

words, it is the tagging of tags that result in the creation of hierarchical folksonomies. 

 

2.4 Folksonomy and tag issues 

Despite the overall importance and usefulness of folksonomies, there exist a number of 

problems which impede the quality of tags being registered in any folksonomy system. In 

comparison with taxonomies who suffer from scalability and practicality issues, the problems 

associated with folksonomies lie on the opposite side of the spectrum. In a folksonomy system, 

users are given the chance to become individual interpreters of any document and furthermore 

are allowed to insert keywords freely according to their individual interpretation and 

background [15]. Moreover, since the set of term are added in an uncontrolled manner and do 

not follow any formal guidelines, this effectively means that there are cases of ambiguous, 

imprecise and inadvertent tags [16][17][18]. This is also due to the heterogeneity of users in 



combination with the variance in linguistic expressions and vocabularies, as well as the diversity 

of human language itself. Finally, folksonomy systems usually do not impose any judgment on 

user tags and this turns out in a chaotic set of terms that does not support effective searching 

as a controlled vocabulary would. The examples presented below are as mentioned in 

[6][18][19][20][22] and consist the main cases of problematic tags. All the cases can be 

summarized and described using the word meta-noise [21]. 

Ambiguity: Ambiguity of tags can emerge because there are no clear guidelines and scope 

notes in the usage of term as different users try to describe a document in different ways. For 

example, a document ǘŀƎƎŜŘ ǿƛǘƘ ǘƘŜ ǿƻǊŘ άŦƛƭǘŜǊέ Ŏŀƴ ǊŜǘǳǊƴ ǾŀǊȅƛƴg results ranging from 

cigarette filters, water filters, car filters or filtering methods as used by various Internet 

providers. Effectively that means that a number of different domains and ideas are mixed 

together in the same tag, obfuscating the interpretation of the given document.  

Spaces, Multiple Words: This problem arises when users provide tags using multiple words and 

spaces to separate words from one another, while others might conjoin words together to form 

a long unified term.  The latter practice results in useless compound terms. For example, a user 

ǳǎƛƴƎ ǎǇŀŎŜǎ ŀƴŘ ƳǳƭǘƛǇƭŜ ǿƻǊŘǎ Ƴŀȅ ǇǊƻǾƛŘŜ ǘƘŜ ǘŀƎǎ άōƭǳŜ ǎƪȅέ ǿƘƛƭŜ another might provide 

ǘƘŜ ǘŜǊƳ άōƭǳŜǎƪȅέΦ ²ƘƛƭŜ ōƻǘƘ ǘŜǊƳǎ ŘŜǎŎǊƛōŜ ǘƘŜ ǎŀƳŜ ŎƻƴŎŜǇǘΣ ǘƘŜ ǘǿƻ ǘŜǊƳǎ ǿƻǳƭŘ ōe 

registered as different tags, apart from the fact that the second term is harder to search for.  

Synonyms: Users may describe a document using synonyms. This leads to different tags, which 

nevertheless describe ǘƘŜ ǎŀƳŜ ŎƻƴŎŜǇǘΦ CƻǊ ŜȄŀƳǇƭŜΣ ŀ ǳǎŜǊ ƳƛƎƘǘ ǳǎŜ ǘƘŜ ǿƻǊŘ άŎŀǊέ ǿƘƛƭŜ 

ǎƻƳŜƻƴŜ ŜƭǎŜ ƳƛƎƘǘ ǳǎŜ ǘƘŜ ǿƻǊŘ άŀǳǘƻƳƻōƛƭŜέΦ IƻǿŜǾŜǊΣ ŜǾŜƴ ƛŦ ǘƘŜǎŜ н ǿƻǊŘǎ ŘŜǎŎǊƛōŜ ǘƘŜ 

same thing, the words car and automobile would be registered as different tags.  

Plural and singular: Plural versus singular is another problem that appears often in folksonomy 

systems. Users may describe a document using the same word but in a different form. In this 

ŎŀǎŜ ŀ ǳǎŜǊ ŎƻǳƭŘ ǇǊƻǾƛŘŜ ǘƘŜ ǿƻǊŘ άŎŀǊέ ǿƘƛƭŜ ŀƴƻǘƘŜǊ ǳǎŜǊ ŎƻǳƭŘ ǇǊƻǾƛŘŜ ǘƘŜ ǿƻǊŘ άŎŀǊǎέΦ ¸Ŝǘ 

again, these words would be registered as different tags.  

Specialized / personal tags: Groups of users may provide esoteric tags in order to give a highly 

personal description of a concept. Usually these tags can be understood by a limited number of 

users which may belong to the same work group or community, but are rather unhelpful or 

nonsense to the vast majority of users. For example, dedicated fans of the rock group Primus 

have a running inner joke of the band and make use of the phrase άtǊƛƳǳǎ ǎǳŎƪǎέ ǘƻ ŘŜǎŎǊƛōŜ 

their liking for the band. While that phrase is recognizable between dedicated fans and implies 

a positive enunciation, others may misunderstand the humorous concept and take the literal 

meaning of the phrase. Additionally, even if the tag άǎǳŎƪǎέ Ƙŀǎ ƴƻǘƘƛƴƎ ǘƻ Řƻ ǿƛǘƘ ǘƘŜ ƛƴƴŜǊ 

band joke, it reflects a personal subjective opinionΦ Lƴ ǘƘŜ ǎŀƳŜ ƳŀƴƴŜǊ ǿƻǊŘǎ ƭƛƪŜ άŎƻƻƭέΣ 



άōŀŘέΣ άƭŀƳŜέ ŜǘŎ, fall into the categoryΦ CƛƴŀƭƭȅΣ ǘŀƎǎ ǎǳŎƘ ŀǎ άǘƻ ǊŜŀŘέ ƻǊ άǘƻ Řƻέ ŀǊŜ ǇǊƻǾƛŘŜŘ 

as unique markers for individual users and their purpose is to help them when submitting them. 

However they do not reflect to the broader set of users or do not add any helpful meaning to 

the content.  

Spelling errors: One last category of problems in folksonomies is cases of erroneous spelling. 

Users may inadvertently do spelling errors. For example a user may want to provide the tag 

άōƭŀŎƪ ŎŀǊέ ōǳǘ ƛƴǎǘŜŀŘ ǘȅǇŜǎ άōƭŀŎ ŎŀǊέ ƻǊ άōƭŀŎƭ ŎŀǊέ.  

3. Improving tag quality  
When we go into the task of finding methods to improve the overall quality of terms within a 

folksonomy, we need to keep in mind that the usefulness of folksonomies is not called into 

question. We also need to consider the very nature of the folksonomy itself. It is an open, 

inherently uncontrolled categorization system constructed by people and therefore it should 

remain like that. Thus, the primary goal is to refine metadata within a folksonomy and remove 

as much meta-noise as possible without restricting or tidying it up too tightly, in order to ensure 

its openness. The more control somebody applies to a folksonomy, the more it will resemble a 

taxonomic categorization system. There are two general ways that could be followed in order 

to improve the metadata created in folksonomies; the first one is to educate users to add 

better tags and guide them accordingly with a loose set of rules. The second approach is to 

improve the system in order to allow better tags to be added. This means that system which 

use folksonomies should equip mechanisms for processing inserted tags and normalizing them 

in an appropriate way. Nevertheless, even if folksonomies lie in the opposite side from 

taxonomies, there is evidence that tags within a folksonomy can closely follow standard 

guidelines for controlled vocabularies. Thus, before proceeding on describing any of the two 

suggestions mentioned above, we first need to take a closer look on the structure of tags in a 

folksonomy.  

3.1 Structure of terms in folksonomies  

In order to create a rule set for flat name spaces we need to take into account the fact that; 

despite the lack of clear guidelines for term creation in folksonomies, in principle many 

folksonomy systems correspond to various NISO recommendations. The NISO guidelines [9] for 

thesaurus construction constitute a set of recognized guidelines for controlled vocabularies 

construction. While folksonomies differ from controlled vocabularies, nonetheless they are lists 

of terms that describe content. Based on the research performed by Louise F. Spiteri [17], 

results show that the structure of tags in folksonomies reflects the widely accepted standards 

for controlled vocabularies. ¢ƘŜ ǇǳǊǇƻǎŜ ƻŦ {ǇƛǘŜǊƛΩǎ ǎǘǳŘȅ ǿŀǎ ǘƻ ŜǾŀƭǳŀǘŜ ǘƘŜ ǎǘǊǳŎǘǳǊŜ ŀƴŘ 

form of folksonomies against section 6 of the NISO guidelines for the construction of controlled 



vocabularies (NISO, 2005). It particularly looks at the choice and form of terms, in order to find 

if there were any similarities. The tags put under test were chosen over a thirty day period from 

three popular folksonomy sites: Delicious, Furl and Technorati; mainly because they provide 

daily logs of the most popular tags assigned on any given date. A list of unique tags was 

compiled and the analysis of tag structure was conducted by applying the NISO guidelines. The 

number of tags per site was 76 for Delicious, 208 for Furl and 229 for Technorati. The results of 

the study indicate the following:  

Rules: Delicious Furl Technorati 

Homographs 22% 12% 20% 

Single vs. Plural 93% (single term) 76% (single term) 80% (single term) 

Unique Entities 22% 14% 49% 

Nouns 18% (count nouns) 
36% of count nouns in 

plural form 

35% (count nouns) 
62% of count nouns in 

plural form 

23% (count nouns) 
34% of count nouns in 

plural form 

Spelling 4% spelled incorrectly 3% spelled incorrectly 2% spelled incorectly 

Abbreviation, 
Initialisms, Acronyms 

22% 16% 19% 

Neologisms,Slang, 
Jargon 

3% 10% 6% 

 

 Delicious Furl Technorati 

Nouns 88% 71% 86% 

Verbal nouns 5% 6% 4% 

Noun phrases ς premodified 1% 15% 4% 

Noun phrases ς Postmodified 0% 2% 3% 

Adjectives 6% 6% 3% 

Adverbs 0% 0% 0% 
Explanations of NISO rules are provided in Index 1. 

The results show that the tags from the three sites closely corresponded to the NISO guidelines 

outlined above; namely with the types of concepts expressed by tags, the predominance of 

single tags, the predominance of nouns, the use of recognized spelling and the use of primarily 

alphabetic characters. Additionally, all three sites closely corresponded to the rules regarding 

the grammatical structure of tags as suggested by NISO. (Chapter 6.4) The rules state that terms 

should be mainly nouns or noun phrases, while adjectives and adverbs should be kept to a 

minimum. The main problem tags mostly present is their potential for ambiguity, and polysemy 

(i.e homographs); even though the proportion of such tags was less than one quarter of the 

tags in each site. An extra case is compound words. Users who provide compound tags seek the 

richness that a structured sentence can provide, since a single word may not be adequate to 



provide a fully understood meaning. In all other areas, tags presented a close correspondence 

with the NISO guidelines for controlled vocabularies. 

3.2 Educating Users 

Since we have established that tags within folksonomies indeed follow some basic taxonomic 

rules, we can proceed to describe and explain the first approach of educating users to add 

better tags and guide them accordingly with a loose set of rules. Since untrained users provide 

tags that resemble the structure of tags well within NISO standards, inducing a loose set of 

rules would not limit freedom in a large extend [17]. The approach of creating a rule set for 

folksonomies is also backed up by people in the folksonomy community [23], as they have 

presented many ideas on blogs and folksonomy discussion sites about various practices for tag 

selections. Some of these suggestions are:  

¶ Using plurals rather than singulars. Given that users follow this rule, even if only a 

limited number of users do so, such a measure would eliminate a portion of meta-noise 

and produce a more uniform set of tags. Additional measures would be to provide clear 

explanations on how to use singular and plural forms. 

¶ Using lower case or Camel Case (formatting each word with an initial upper-case letter 

to improve readability). 

¶ Grouping words using an underscore or any other symbol. Since most compound tags 

are difficult to parse and they are rendered essentially useless, encouraging their 

replacement with tags separated by an underscore would be a wise method for 

concatenating terms. 

¶ Following tag conventions started by others. 

¶ Adding synonyms in order to extend the keyword pool.  

Thus, if we attempt to improve tag literacy by educating users, we steps need to be considered: 

Initially, the creators and community behind folksonomy systems need to create a set of rules 

that will define an acceptable standard for tag format. Since there are no clear guidelines and 

standards on tagging practices for folksonomies, these rules must be formed according to the 

desires of the creators. Secondly, as soon as these rules are formed, they must be made aware 

to users who respectively have to follow them as much as possible. This could be achieved 

either by the users themselves who are driven by altruism and a sense of correctness towards 

their participation in the system, or by enforcing these rules indirectly to the users. For 

example, in a GWAP, users could gain more points or get a greater score if the adhere to the 

rule set.  

Again, ƛǘΩǎ necessary to remind that such a rule set should have no intention to tightly restrict 

user freedom of tag selection or control the overall openness of the folksonomy. Instead these 



rules should be treated as a loose guide that aims to reduce a portion of meta-noise and induce 

a uniform approach that will produce a certain amount of consistency amongst users and 

therefore to the tags being added. 

4. Improving systems  
So far we have seen that the major problems in collaborative tagging systems are caused 

mainly due to the heterogeneity of users who make use of such systems as well as because of 

linguistic reasons. The diversity of user behavior, background, culture, country and language, 

combined with the open nature of folksonomies would inevitably cause cases of inconsistency, 

inaccuracy and ambiguity. As we explained, one step towards the improvement of tags would 

be to create a clearly defined set of rules that would guide users to tag in a uniform format. In 

that way some of the meta-noise would disappear, however that measure alone is far from 

enough to rectify the situation adequately.  

The outmost improvement for drastically reducing meta-noise would emerge if folksonomy 

systems encapsulated mechanisms for correcting and making tags more relevant. Many 

researchers have tried to address these challenges using different approaches. The most 

notable method for reducing meta-noise such as spelling errors, spaces, multiple words and 

camel case is by employing filtering methods that clean up user tags and bring them into a 

correct state. On the other hand, the problem of resolving tag ambiguity has been tackled by 

integrating user tags with professional annotations. Essentially this approach tries to combine 

Web 2.0 and Semantic Web through the process of mapping end-user tags from folksonomies 

with semantic counter parts from ontologies and lexical vocabularies.  

The Semantic  Web  and  Social  Web  are  two  rapidly  growing  areas, evolving  independently  

but  complementing  each  other. The Semantic Web is a web of data that presents ontological 

aspects in a top-down model and allows machines to understand the semantics of information, 

leading to an effective way of finding and sharing information9. One crucial attribute of the 

Semantic Web is that it relies on the author to create rich annotated data [26]. This data is 

organized and categorized into machine processable formal ontologies with precise and 

rigorous structure. However, the Semantic Web struggles from flexibility and scalability, in 

addition to facing technical challenges of deployment on the current web. On the other hand, 

Social Web makes use of folksonomies and unstructured data. Folksonomies represent a 

bottom up categorization method where data come from users who freely chose keywords to 

describe content. However, these annotations carry lesser semantic value and may suffer from 

inconsistency or inaccuracy.  

                                                           
9
 The World Wide Web Consortium, http://www.w3.org/2001/sw/ 



The following sections provide a study of different techniques that seeks to improve on both 

these matters. The important point of these case studies is to prove the effectiveness of 

filtering methods in correcting tags, as well as that folksonomies are a potential source for 

generating semantic metadata when combined with the Semantic Web; since there is a strong 

relationship between folkǎƻƴƻƳƛŜǎ ǿƛǘƘ ǘƘŜ ƘǳƳŀƴ ƛƴŘŜȄŜǊΩǎ ƳƛƴŘǎŜǘΦ   

4.1 Case study 1 - FolksAnnotation Tool  

The first example is a tool for annotating learning resources by using folksonomies and domain 

ontologies, implemented by Hend S. Al-Khalifa and Hugh C. Davis [24][25]. Their system is 

comprised of two pipelines, namely the tag extraction and normalization process and the 

semantic metadata creation. 

The normalization pipeline is done automatically and aims in reducing the noise of tags. This is 

achieved by extracting all the tags assigned to a web resource (for that instance, in the 

del.icio.us service) and normalizing them into a likely format. The system architecture of 

FolksAnnotation tool is shown in the image below.  

 



The process works as follows:  

Initially, tags are converted to lower case in order to apply string manipulation easier. Next, all 

non-English characters are dropped in order to ensure that only English written tags are present 

during the semantic annotation process. Thirdly, tags are converted from plural to singular 

(stemming process) and grouped together according to their similarity (inclusion of substrings). 

Finally, general concept tags are eliminated.  

As soon as all tags have gone through the normalization pipeline and brought to the desired 

format, the normalized list is ready to be used in the semantic annotation pipeline. The purpose 

of this process is to generate semantic metadata by mapping each normalized folksonomy tag 

to different ontologies concepts.  

The process is responsible for matching normalized folksonomy terms from the bookmarked 

resource against term in the ontology which work as a controlled vocabulary and it only selects 

those terms that appear in the ontology. After tags have been matched accordingly to the 

general, specific and resource type ontologies, they reach the inference engine which 

associates these semantics to the annotated web resource. For the case of FolksAnnotation 

tool, the semantics correspond to pedagogical notions (difficulty level and instructional level). 

These two values are generated from a set of reasoning rules when enough information is 

available in the basic semantic descriptors.  

4.2 Case study 2: Merging Folksonomies and Ontologies in Authoring of 

Adaptive Hypermedia  

Fawaz Ghali, Mike Sharp and Alexandra I. Cristea propose a mechanism for mapping 

unstructured data from Social Web folksonomies with structured ontologies from the Semantic 

Web [27]. As stated by the authors, such merge would lead into the following advantages: 1) 

Creation of semantic relations between tags of a folksonomy; 2) Enable reasoning on the Social 

Web. 3) Augment the authoring process of adaptive hypermedia, by providing rich, free, but 

also hierarchically structured data from the combined Social and Semantic Web. Their 

methodology makes use on a set of unstructured tags taken from Flickr and focuses on three 

main phases: 1) Filtering misspelled tags from the Social Web, 2) grouping unstructured tags 

based on co-occurrence values and 3) mapping grouped tags onto matching elements of 

ontologies (using Swoogle10 and Jena11). The figure below summarizes the three phases.  
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 http://swoogle.umbc.edu/ 
11

 http://jena.apache.org/ 

http://swoogle.umbc.edu/
http://jena.apache.org/


 

The first stage is concerned with correcting misspelled tags. In order to achieve this, the set of 

unstructured tags are prompted for filtering and analyzed with the Google API spell checker 

software. The Google API takes a word query and checks whether or not the tag represents the 

most used version of a word. If it finds alternative related search results with different spelling, 

then the keyword is replaced with the suggested one based on occurrences of all keywords on 

the Internet.  

As soon as the spelling of keywords is reformed into a consistent state, similar keywords are 

grouped together based on statistical information retrieved from co-occurrence values. This 

process is the second phase of the approach and it is done using the Flickr API12. The co-

occurrence values represent  how  many  times  these  two  tags  are  used  together  in tagging 

multiple resources. For example, consider the ǘǿƻ ƪŜȅǿƻǊŘǎ άƭƻǾŜέ ŀƴŘ άƘŀǊƳƻƴȅέ ōŜƛƴƎ ǳǎŜŘ 

to tag two imaged on Flickr. Their co-occurrence value is 2. If these tags are used together 

again, their values would be incremented accordingly, meaning that the relatedness is  

determined  by  the  number  of  the  times  these  two  tags  appeared  together  in  the whole 

dataset.   

Finally, the third stage matches grouped keywords with ontologies in order to enrich the 

grouped tags with semantic relations and provide information about the type and structure of 

the relation between the tags. This procedure is achieved using Swoogle, which is a search 

engine for Semantic Web ontologies, documents, terms and data published on the Web that 

discovers RDF and HTML documents with embedded RDF content. Additionally, because 

Swoogle does not provide reasoning and extraction of fully automated semantic relations 

between the grouped tags, this task is performed using Jena. Jena is an open source semantic 

web framework for Java which parses and serialized RDF files retrieved from Swoogle, in order 

to determine the semantic relations between the tags within a group. 
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 http://www.flickr.com/groups/api/ 

http://www.flickr.com/groups/api/


4.3 Case study 3 - Dealing with multi -linguality  

One of the problems reported in many systems using folksonomies, as well as in Waisda [28] is 

the difficulty when stemming keywords, as this procedure is language dependent. Thus far, 

Waisda did not present such a problem, as almost all tags were in Dutch; hence the appropriate 

stemmer was used. However, Waisda is deployed on the web which is a multilingual 

environment with heterogeneous users who may use a number of different languages. As a 

result, the stemming process would require determining the language of the tag and having a 

different stemming algorithm for each language. Two solutions initially proposed were: Try to 

predict the language of the tag based on profile data of each user, in particular the language 

preference. The second solution involves looking at the tagging history of each user in order to 

determine the language by the majority of the tags created by him/her.  

In the past, Waisda? has made use of GTAA13 and Cornetto14. The former is a domain 

vocabulary and the latter is a general lexical source that covers common lexical terms. 

Specifically, GTAA (Dutch acronym for Common Thesaurus Audio-visual Archives) is the 

thesaurus used by professional cataloguers in the Sound and Vision documentation process. 

Cornetto is a lexical semantic database of Dutch that contains 40K entries, including the most 

generic and central part of the language.  

A third solution, however, would be to make use of the lexical ontology WordNet15 and 

EuroWordNet16. Incorporating such holds advantages as it may prove helpful with organizing 

tags into categories and assist searching. Relevant research [29][30][31][32] has shown the 

fruitful potential of employing WordNet when aiming to solve multi-linguality, as well as tag 

ambiguity. WordNet includes all common parts of speech; nouns, adjectives, verbs, and 

adverbs, as well as a set of synonym words, called synset, that defines any particular concept. 

The synsets and words are linked together and hold a lot of lexical and semantic relations 

between them. EuroWordNet expands on that idea and unites WordNet in different languages 

(Dutch, Spanish, Italian, German, French, Czech and Estonian) in a single multilingual lexical 

resource.  

Specifically, the EuroWordNet will find equivalent words that match the tag in the languages 

mentioned above using the Inter-Lingual-Index (ILI)17. The Inter-Lingual-Index is a standardized 

index of sense-distinctions that can be used as a universal and cross-lingual standard for sense 

differentiation. The ILI, developed in EuroWordNet is partially adapted to provide a better 
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 http://semanticweb.cs.vu.nl/europeana/browse/list_resource?r=http://data.beeldengeluid.nl/gtaa/GTAA 
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 http://wordnet.princeton.edu/ 
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 http://www.illc.uva.nl/EuroWordNet/ 
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 http://www.sfs.uni-tuebingen.de/lsd/ili.shtml 
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matching across the languages and has been expanding to include various concepts and 

domains (for example, computer terminology) in all the aforementioned languages.  

As an example, take ǘƘŜ ǿƻǊŘ άōŜŀǳǘƛŦǳƭέ ǿƘƛŎƘ ƛǎ ǳǎŜŘ ǘƻ ŘŜǎŎǊƛōŜ ǘƘŜ ōŜŀǳǘȅ ƻŦ ǎƻƳŜǘƘƛƴƎΦ 

!ŘŘƛǘƛƻƴŀƭ ǎȅƴƻƴȅƳƻǳǎ ǿƻǊŘǎ ŀǊŜ άǇǊŜǘǘȅέ άƎƻǊƎŜƻǳǎέ άƳŀƎƴƛŦƛŎŜƴǘέ ƻǊ άŀǇǇŜŀƭƛƴƎέΦ Lƴ ǘƘƛǎ 

case, the WordNet ontology contains many synonyms that correlate with the word beautiful. 

Thus when a user adds a synonymous tag the system could consult the WordNet ontology to 

check if it contains the inserted tag. If it does not then it is added to the existing set of 

ǎȅƴƻƴȅƳƻǳǎ ǿƻǊŘǎΦ hƴ ǘƘŜ ƻǘƘŜǊ ƘŀƴŘΣ ǿƘŜƴ ŀ ǳǎŜǊ ǎŜŀǊŎƘŜǎ ŦƻǊ ǘƘŜ ǿƻǊŘ άōŜŀǳǘƛŦǳƭέ ǘƘŜ 

WordNet ontology could retrieve and show all the synonyms along with the original search 

keyword, thus ensuring the retrieval of relevant results.  

Of course, when considering searching for tags, there are two different ways that could be 

followed; save time or save space. More specifically, either the words included in the WordNet 

and EuroWordNet should be replicated and stored in the folksonomy as system tags, or these 

words and relations could be deduced from the lexical resources at search time. Using the same 

ŜȄŀƳǇƭŜ ǿƛǘƘ ǘƘŜ ǿƻǊŘ άōŜŀǳǘƛŦǳƭέΣ ǿƘŜƴ ŀ ǳǎŜǊ ǳǎŜǎ ǘƘƛǎ ǇŀǊǘƛŎǳƭŀǊ ǿƻǊŘΣ ƛƴ ǘƘŜ ŦƻǊƳŜǊ ŎŀǎŜ 

the results would be retrieved much faster, whereas in the second case, the keyword would 

have to be sent to the WordNet and the results sent back to the folksonomy. This 

communication between the folksonomy and the ontology is time consuming while the user is 

waiting for a response. 

4.4 Case study 4 ɀ News@Hand 

A related alternative method of filtering tags has been suggested in [29]. The research is 

considered with the retrieval and consolidation of tag information from multiple sources, into 

ontologies within a common semantic layer that unifies and classifies social tags from several 

Web 2.0 sites. This idea is put to the test against different personalized information retrieval 

frameworks. These frameworks include: multi-facet hybrid recommendations [32], semantic 

query-based searching [33], personalized context-aware content retrieval [34], and group-

oriented profiling [35]. 

Specifically, their proposal is to feed to the previous strategies, user profiles built from personal 

tag clouds on Flickr and del.icio.us web sites. The mapping of those social tags to the 

ontological structures involve three steps: 1) Filtering of tags, 2) the acquisition of semantic 

information from the Web to map the remaining tags into a common vocabulary, and 3) the 

categorization of the obtained concepts according to the existing ontology classes. All these 

techniques are fused and tested in News@hand[29], an application that recommends news. 

The ontological knowledge bases and user profiles within News@hand are generated from 

public social tagging information. The application embodies a mechanism for the creation of 

ontology instances from retrieved tags, according to semantic information collected from the 



Web. It additionally uses a filtering method that performs morphological and semantic 

transformation to the tags, in order bring them in an appropriate format and associate them 

into a common vocabulary. 

All the different steps that occur during the filtering process are summarized in the picture 

below and explained afterwards.  

 

Step 1: Lexical filtering  

The first point of interest is the process of filtering and correcting tags. This process tries to 

address the same problem that every folksonomy presents; cleaning tags from meta-noise and 

provide good quality tags annotations. The filtering process begins immediately after the tags 

have been harvested from folksonomy sites. These tags are still in a raw and unprocessed state.  

Tags are passed onto the Lexical Filter whose purpose is to apply several filtering operations. 

For example, tags that are too small (length =1) or too large (length >25) are removed entirely, 

resulting in a discarding rate of approximately 3% of the initial dataset. Then, all special 

characters such as accents, dieresis and caret symbols are converted to their basic form (à, á, â, 

ã, ä, å are converted into a). Additionally in order to maintain notable tags that contain 

numbers (e.g dates, 2010, 2011; common references, 911, 666; popular combinations of letters 

and numbers, 4 x 4, 7up), all tags are passed through filtering based on a set of custom 

heuristics. Tags which do not pass a certain global frequency threshold are discarded. Finally, 

any common stop-words such as pronouns, articles, prepositions and conjunctions are 

removed.  



After lexical filtering has finished applying its operations, the tags are passed onto the WordNet 

Manager for matching with the thesaurus of WordNet. If a match is made, the tag is passed 

directly to the set of filtered tags in order to save further unnecessary processing. 

Step 2: Compound nouns and misspellings  

If matching with WordNet in step 1 proves unsuccessful they are assumed to be misspelled or 

being compound nouns. The unmatched terms are passed to Google which searches for more 

ǊŜƭŜǾŀƴǘ ǎŜŀǊŎƘ ǊŜǎǳƭǘǎ ǿƛǘƘ ŀƭǘŜǊƴŀǘƛǾŜ ǎǇŜƭƭƛƴƎǎΣ ǳǎƛƴƎ ǘƘŜ άŘƛŘ ȅƻǳ ƳŜŀƴέ ƳŜŎƘŀƴƛǎƳΦ DƻƻƎƭŜ 

spell checker is based on occurrences of words on the Internet, thus it is able to suggest 

common spellings for proper nouns that would not appear in a standard dictionary. The Google 

άŘƛŘ ȅƻǳ ƳŜŀƴέ mechanism also provides a way of dealing with compound words, even though 

it is likely to fail when dealing with words comprised from more than two terms. For example 

the tag SanFrancisco is corrected to San Francisco, but the tag unitedkingdomsouthampton 

cannot be resolved.  

In order to deal with these cases, a complementary algorithm that sorts the tags in alphabetic 

order and processes the tag list sequentially is employed. By caching previous lookups and 

matching the first shared characters of the current tag string, the algorithm is able to split the 

tag into a prefix (previously resolved by Google) and a postfix. Afterwards, a second lookup is 

performed using the postfix to seek any further possible matches. The process is iteratively 

repeated until no splits are obtained from the Google Connector. The advantage of this 

technique is its low computational costs, its efficiency and speed, when compared to any 

bespoke string-splitting heuristic. Likewise with step 1, the resulting tags are sent again to the 

WordNet manager for validation. Unprocessed tags are added to the pending tag stack, and 

unmatched tags are discarded. 

Step 3: Wikipedia correlation  

¢ƘŜ ǘƘƛǊŘ ǎǘŜǇΩǎ ǇǳǊǇƻǎŜ ƛǎ ǘƻ ǇǊƻǾƛŘŜ ŀƴ ŀƎǊŜŜŘ ǊŜǇǊŜǎŜƴǘŀǘƛƻƴ ŦƻǊ ǘŜǊƳǎ ǘƘŀǘ Řƻ ƴƻǘ ǳǎǳŀƭƭȅ 

appear in grammar dictionaries, either because they represent proper names, contemporary 

terminology or because they are widely used acronyms. In order to provide an agreed 

representation for such tags, they are correlated to their appropriate Wikipedia entries using 

the Wikipedia Connector. Wikipedia is a multilingual, open access, free content encyclopedia on 

the Internet, with over 90,000 contributors and about 20 million pages. Wikipedia contains 

classification and relatedness categories collaboratively and supports term disambiguation and 

dereferencing of acronyms. Furthermore, the Wikipedia Connector is responsible for 

consolidating agreed terms for filtered tags, as well as retrieving semantic information about 

each obtained entry. This semantic information is exploited by the ontology population and 

annotation processes described below. 



Step 4: Morphologically similar terms  

This step deals with the various morphological variations of similar terms that refer to the same 

concept. An example of such discrepancy is the various cases of singular and plural forms (e.g 

blog, blogs) or other morphological variations (blogging, web log). The reduction of 

morphological variations is done using the stemming functions provided by the Snowball library 

10, which essentially converts similar tags to a single tag. For each group of similar tags, the 

shortest term found in WordNet is used as the representative tag.  

Step 5: WordNet synonyms  

The synonym problem is a well known problem within folksonomies. People refer to a certain 

concept using different terms that have the same meaning, but with different morphological 

forms. In this case the solution to the synonym problem is provided by WordNet, which offers 

synonym relations between synsets of the terms. By merging pairs of synonyms into single 

terms, a simple filtering is achieved, however since many terms refer to possibly more than one 

meanings, not all of them should be taken into consideration. The merging process comprises 

of three stages. The first one is considered with the creation of a matrix of synonym relations by 

using WordNet. The second phase, non ambiguous synonym pairs are recognized and based on 

the number of synonym relations found for each tag. The third stage finally, replaces each of 

the synonym pairs with the most popular term. Examples of thus processed synonym pairs are 

android and humanoid, thesis and dissertation, funicular and cable railway, stein and beer mug, 

or poinsettia and Christmas flower. 

4.5 Case study 5 ɀ FLOR Mechanism 

Another example of related work in the same field is described in [31]. Their goal was to 

automatically enrich folksonomy tags with formal semantics, by associating them to relevant 

concepts with online ontologies. In order to achieve this, they introduce a mechanism which 

combines knowledge from WordNet and online ontologies, named FLOR (FoLksonomy Ontology 

ENrichment).  

The mechanism takes a set of tags as input and automatically relates them to relevant semantic 

entities (classes, relations, and instances) defined in online ontologies, in order to output a set 

of semantically enriched FLORtags. Thus, tags within flat folksonomies tag spaces are linked 

with Semantic Web Entities (SWEs) and transformed into rich semantic representations. The 

immediate advantage of this approach is that tags are automatically associated with the 

semantic neighborhood provided by the corresponding ontology they are matched to. For 

example, take the word canine. Following that approach, apart from identifying that canine is a 

sub class of carnivore; the relation canine-disjoint-with-feline could also be acquired.  



FLOR is consisted from three different components and performs a three step methodology 

that leads to the fulfillment of its goal.  

The first component is called Lexical Processing and aims at cleaning tags from meta-noise or 

potentially useless tags based on a set of heuristics. This step is performed in order to decide 

ǿƘƛŎƘ ǘŀƎǎ ŀǊŜ ǳǎŜŦǳƭ ŀƴŘ ǿƘƛŎƘ ŀǊŜ ƴƻǘ ŀƴŘ ƛǘΩǎ ƴŜŎŜǎǎŀǊȅ ŘǳŜ ǘƻ ǘƘŜ ǿƛŘŜ ǾŀǊƛŜǘȅ ƻŦ ŘƛŦŦŜǊŜƴǘ 

tags found in folksonomies. The result of the first task is the so called Lexical Representations 

that comprises a list of lexical forms for the tag, such as plural and singular form for nouns and 

delimited types of compound tags. The second component is named Sense Definition and 

Semantic Expansion; ŀƴŘ ƛǘΩǎ ŎƻƴǎƛŘŜǊŜŘ ǿƛǘƘ ŀǎǎƛƎƴƛƴƎ ŀ ²ƻǊŘbŜǘ ǎŜƴǎŜ ǘƻ ŜŀŎƘ ǘŀƎ ōŀǎŜŘ ƻƴ 

its content. Additionally it extracts all relevant synonyms and hypernyms so that migration to a 

richer representation of the tag is possible. Lastly, the Semantic Enrichment stage associates 

every tag to the appropriate SWE (Semantic Web Entities) and generates a list that contains all 

entity-SWE links. The three components are shown in the image below and their respective 

tasks are explained afterwards. 

 

Stage 1: Lexical Processing 

The role of the Lexical Processing component is to clean up tags from meta-noise, identify 

ƳŜŀƴƛƴƎŦǳƭ ǘŀƎǎ ŦǊƻƳ ǘƘŜ ŜƴǘƛǊŜ ǘŀƎ Ǉƻƻƭ ŀƴŘ ƳŜŀƴƛƴƎƭŜǎǎ ƻǊ ǳǎŜƭŜǎǎ ǘŀƎǎ ǘƘŀǘ ŘƻƴΩǘ ŘŜǎŜǊǾŜ ǘƻ 

be included in the semantic enrichment process. Meaningless and useless tags derive from the 



open nature of folksonomies, which gives its user the freedom to choose tag without any 

restrictions. The result is a wide variety of different tags types within the folksonomy with many 

morphological variations. (Plural-singular, compound words, tags with special characters, non-

English tags, ambiguous terms, spelling variations, etc) Previous work [36][37][38] has identified 

different conceptual categories of tags such as events, locations and persons, as well as tag 

categories that can be describe by syntactic characteristics. The process of deciding which tags 

are to be further used is done in two steps: 

Initially, the Lexical Isolation phase identifies, isolates and excludes tags that contain numbers, 

special characters and non-English tags. The reason of exclusion of non-English tags is due to 

the fact that FLOR is associated mainly with external knowledge sources that are primarily in 

English. However, extending the mechanism to include other languages could be achieved by 

making use of EuroWordNet.  

The next step continues with the Lexical Normalization phase and aims to solve the various 

naming convention incompatibilities between folksonomies, ontologies and thesauri, such as 

WordNet. The output of this phase is a list of all possible Lexical Representations for each tag. 

This is done in order to maximize the coverage of this tag by all the different resources as much 

as possible. For example, the compound tag santabarbara in folksonomies appears in various 

other forms in ontologies and WordNet (Santa ς Barbara, Santa + Barbara, Santa Barbara). The 

outcome of the Lexical Normalization would be a list of all the possible lexical representations 

of that term (santaBarbara, santa.barbara, santa Barbara, santabarbara, santa+Barbara, etc).  

Stage 2: Sense Definition and Semantic Expansion 

The sense definition and semantic expansion phase includes two separate steps. The first step 

of Sense definition aims to provide the intended sense of a tag in the given context, in order to 

be connected with a relevant SWE (Semantic Web Entities). This is due to polysemy cases of 

tags, where the same term can have different meanings within different contexts. For example 

ǘƘŜ ǘŀƎ άWŀƎǳŀǊέ ŎƻǳƭŘ ŘŜǎŎǊƛōŜ ǘƘŜ ŀƴƛƳŀƭ ƻǊ ǘƘŜ ŎŀǊ ōǊŀƴŘΣ ŘŜǇŜƴŘƛƴƎ ƻƴ ǘƘŜ ŎƻƴǘŜȄǘ ƛƴ ǿƘƛŎƘ 

it appears. The context is defined by a set of tags that co-occur with the given tag during the 

description of a resource.  

The WordNet lexical ontology is used as a sense repository in order to compute the similarities 

between the senses of all tags in a tagset and achieve the disambiguation of a term. For 

example, in the tagset (panther, jaguar, jungle, wild) the context of the word jaguar is (panther, 

jungle, wild), whereas if the same word is used within the tagset (sports car, Britain, jaguar, 

road) it would indicate the context (sports car, Britain, road), which clearly demonstrates the 

different meaning of the term. Therefore in order to define the senses of tags, all the lexical 



representations for each tag are identified in WordNet. If more than one meaning is found 

within the synsets, then the contextual information of the tagset is taken into account and the 

similarity between all the combinations of tags is calculated using the Wu and Palmer similarity 

formula [39].  

The similarity degree between two senses depends on the number of common ancestors 

between them in the hierarchy of WordNet, and the length of their connecting paths. The 

result of any calculation is a couple of senses and a respective similarity degree for each of 

those. The senses that return the highest similarity degree (also higher than the pre-specified 

threshold 0.8, which indicates correct relatedness in most of the cases) are selected. If a tag has 

a low similarity, it is compared to all other tags in its cluster and assigned to the most popular 

WordNet sense. It has to be noted that the threshold value of 0.8 was empirically established to 

lead to reasonable results. Any lower values could potentially lead to unrelated tags, as for 

ŜȄŀƳǇƭŜ ƛƴ ǘƘŜ ǘŀƎǎŜǘ όƎƛǊƭΣ ŜŀǘƛƴƎΣ ǊŜŘΣ ŀǇǇƭŜύ ǿƘŜǊŜ ǘƘŜ ǎƛƳƛƭŀǊƛǘȅ ōŜǘǿŜŜƴ άǊŜŘέ ŀƴŘ άƎƛǊƭέ ƛǎ 

0.7 for the senses Bolshevik, Marxist, Pinko, Red, Bolshie, (terms which refer to extreme 

radicals of the Russian revolution) Girlfriend, Girl, Lady friend.  

The second step is called Semantic Expansion ŀƴŘ ƛǘΩǎ considered with semantically expanding 

tags based on previous identified senses. This step is necessary because online ontologies might 

not contain concepts that are syntactically equivalent to given tags; they just might contain 

concepts that refer to only one of its synonyms. Therefore, the Semantic Expansion includes the 

synonyms and hypernyms of a tag in the FLORTag. WordNet is used to extract the correct sense 

synonyms ŀƴŘ ǘƘŜ ǎȅƴƻƴȅƳǎ ƻŦ ǘƘƛǎ ǎŜƴǎŜΩǎ ƘȅǇŜǊƴȅƳǎΦ ¦ǎƛƴƎ ǘƘŜ ǎŀƳŜ ŜȄŀƳǇƭŜ ƻŦ ƧŀƎǳŀǊ 

again, if the word refers to an animal in a specific context, then the semantic expansion would 

include a list of synonyms (panther, panthera onca, felis onca) as well as a list of hypernyms (big 

cat, feline, carnivore).  

Stage 3: Semantic Enrichment 

This is the last stage in the entire methodology of FLOR and the final output consisting of a set 

of enriched FLORTags is produced. The results of lexical cleaning and semantic expansion 

performed in the previous steps are brought to FLOR for identification of relevant SWEs for 

each tag. These SWEs are selected by querying the WATSON semantic web gateway [40], which 

will in turn give access to all online ontologies. Only those ontologies that contain one of the 

lexical representation or synonym of a tag in their local name or labels are chosen.  

In many cases there can be a number of corresponding SWEs, thus in order to reduce the 

number of these and furthermore reduce redundancy; an entity integration process similar is 

performed, which essentially integrates entities that have a high similarity into a single 



semantic object. The similarity of two entities is computed in the following way: First a 

comparison is made between their semantic neighborhoods (super-classes, subclasses, disjoint 

classes for classes; domain, range, super-properties, and sub-properties) and their local names 

and labels.  

The formula for calculating similarity simDgr for two SWEs e1 and e2 is the following: 

simDgr = W1 * SimLexical(e1,e2) + Wg * simGraph(e1,e2) where:  

simLexical (e1, e2) is the similarity between the lexical information of two entities (their labels 

and local names, computed with the Levenshtein distance metric) and 

ǎƛƳDǊŀǇƘ όŜмΣ Ŝнύ ƛǎ ǘƘŜ ǎƛƳƛƭŀǊƛǘȅ ƻŦ ǘƘŜ ŜƴǘƛǘƛŜǎΩ ƴŜƛƎƘōƻǊƘƻƻŘǎΣ ǘƘŜ ǎƛƳƛƭŀǊƛǘȅ ƻŦ ŜŀŎƘ 

neighborhood element is computed based on string similarity. 

W1 = 0, 3 and Wg = 0, 7 (the similarity of the semantic neighborhoods are considered more 

important that the similarity of labels) 

Entities are merged by integrating their neighborhoods into one when the similarity between 

the two is higher than a threshold. Then the process is repeated until all entities are sufficiently 

different from each other. When the entities are merged, then the tag is enriched with relevant 

entities by comparing the ontological parents of the merged entity with the hypernyms 

retrieved from WordNet. An example of an enriched FlorTag is shown in the image below.  

 



4.6 Case Study 6 ɀ SAP Algorithm  

The final study [41] is concerned with constructing folksonomies, by integrating structured 

metadata with relational clustering. This approach is based in previous researches about the 

construction of conceptual hierarchies from social metadata. More specifically, the SAP 

algorithm is an extension of collective relational clustering approach used for entity resolution 

as described in [42]. That particular study also managed to identify and disambiguate entities 

by utilizing intrinsic and extrinsic types of evidence. The SAP algorithm presents a similar 

approach that uses these two types of evidence to identify and disambiguate concept names 

from names and tags (intrinsic) and neighboring node features (extrinsic). Intrinsic evidence are 

associated with specific instances, such as author names; while extrinsic features are derived 

from structural evidence, such as co-author names in a citation database.  

Similarly, the SAP algorithm uses structured social metadata (tags) and user specified shallow 

hierarchies driven by similarity measures that utilize statistics of metadata. This is done in order 

to incrementally transform individual hierarchies, into a larger complete global folksonomy. A 

shallow hierarchy is a shallow tree representing a personal hierarchy and it is composed of a 

root node and its children or leaf nodes, also known as a saplings.  

For example on Flickr, users group their photos in album-like folders, called sets. Users can also 

ƎǊƻǳǇ ǎŜǘǎ ƛƴǘƻ άǎǳǇŜǊέ ŀƭōǳƳǎΣ ŎŀƭƭŜŘ ŎƻƭƭŜŎǘƛƻƴǎ ώпнϐΦ Some users create multi-level 

hierarchies containing collections of collections, etc., but the vast majority of users create 

shallow hierarchies, consisting of collections and their constituent sets.The created shallow 

ƘƛŜǊŀǊŎƘȅ Ŏƻƴǘŀƛƴǎ ǘƘŜ ǎŜǘǎ ŀƴŘ ǘƘŜ άǇŀǊǘ-ƻŦέ ǊŜƭŀǘƛƻƴǎƘƛǇǎ ōŜǘǿŜŜƴ ǘƘŜǎŜ ǎŜǘǎΦ ¢ƘŜ Ǌƻƻǘ ƴƻŘŜǎ 

ŎƻǊǊŜǎǇƻƴŘ ǘƻ ŀ ǳǎŜǊΩǎ ŎƻƭƭŜŎǘƛƻƴ ŀƴŘ ƛƴƘŜǊƛǘ ƛǘǎ ƴŀƳŜΣ ǿƘƛƭŜ ǘƘŜ ƭŜŀŘ ƴƻŘŜǎ ŎƻǊǊŜǎǇƻƴŘ ǘƻ ǘƘŜ 

constituent sets of the collection which inherit their names. The picture below shows an 

example of personal hierarchies specified by a FlickR user and contains: (a) Some of the 

collections created by the user, (b) sets associated with the Plant Pests collection, and (c) tags 

associated with an image in the Caterpillars set. 



 

Moreover, SAP addresses the following related problems, namely: sparseness (lack of 

aggregated social metadata from many different users), noisy vocabulary (spelling errors, 

idiosyncratic naming conventions), ambiguity (same term describes more than one concept), 

structural noise and conflicts (differences in individual organization preferences, vocabulary 

differences amongst individual users, variations in degree of knowledge about a topic) and 

inconsistent granularity and the various conflicts produced by the diversity of users (differences 

in user level of expertise and expressiveness). Again, these problems arise, when structured 

user generated metadata are integrated from FlickR. Some examples of such problems are 

shown in the images below. 



 

4.6.1 Similarity scores and merging operations 

An effective approach to combine personal hierarchies into a global folksonomy is to aggregate 

saplings both horizontally and vertically. What this means is that saplings will be merged 

according to contextual information from their neighbors, based on the similarity measure 

between a pair of nodes. The horizontal aggregation deals with merging saplings with similar 

roots that expand the breadth of the tree by adding leaves to the root. Vertical aggregation 

deals with merging leaves of one sapling with the root of another sapling. This consequently 

extends the depth of the tree. The similarity measure between nodes in different saplings is a 

combination of local similarity and structural similarity, expressed as:  

nodesim(a,b) = a x localism(a,b) + (1-a) x structSim(a,b) where 0 < a < 1 

Local Similarity 

Local similarity is defined as localSim(a,b) and it is the similarity between two nodes (a and b) 

and its based on the intrinsic features of the nodes, i.e. their names and tag distributions. Local 

similarity is composed of two components: 1) the name similarity and 2) the tag distribution 

similarity. Name similarity can be any string similarity metric which returns values ranging from 

0 to 1. Tag similarity can be expressed as a simple function that checks the number of common 

tags in the top K tags of a and b and returns 1 if this number is greater than J; otherwise returns 

0.  

Structural Similarity 

Structural similarity is defined as structSim(a,b) and depends on the features of neighboring 

nodes, such as the position of nodes within saplings. For example if (a) is the root of a certain 



sapling, then its neighboring nodes are its children as well. If (a) is a leaf node, the neighboring 

nodes are its parents and siblings. Two versions of structural similarity are defined: 

structSimRR(,) which computes structural similarity between two root nodes (root-to-root 

similarity), and structSimLR(,) which evaluates structural similarity between a root of one 

sapling and the leaf of another (leaf-to-root similarity). 

The root-to-root similarity establishes that two saplings are likely to describe the same concept 

if their root nodes share the same stemmed name and some of their leaves also have the same 

names. The root-to-root similarity computation is based on: (1) how many of the children have 

a common stem name (match) and (2) the tag distribution similarity of those that do not have 

the same name. The later is an optimistic estimate that child nodes of two saplings refer to the 

same concept while having different names.  

When the roots of sapling (a) and (b) are similar, they are merged and the result is a new 

sapling that combines structures and tag statistics. As from the leaves of the new sapling, the 

come from the union of leaves of the two saplings, where if there are leaves from a and b that 

share the same stemmed name, their tag statistics are combined and attached to the 

corresponding leaf in the new sapling. The width of the new sapling will increase as more 

saplings are merged. This operation deals with the sparseness challenge. 

Root-to-leaf similarity is the operation that extends the depth of the folksonomy. It is reminded 

that this operation is concerned with merging the root node of a sapling with the leaf nodes of 

another. One concern is that since nodes may have different roles, their corresponding 

neighboring nodes are likely to have different roles. However, there is some overlap between 

siblings of one sapling and the children of another sapling, as showcased in the following 

picture (varying granularity).  

 

Assume that both saplings (UK) have been merged and there are: (UK (Scotland, Glasgow, 

Edinburgh, London)) and (Scotland (Glasgow, Shetland)); which should be merged. Since (UK) 

and (Scotland) sapling both contain Glasgow and the user contained Glasgow under (UK) 



instead of (Scotland), this shortcut contributes to the similarity between Scotland nodes. 

Hence, the structural similarity of such types of leaf-root nodes measures the overlap between 

them. 

SAP Algorithm 

The algorithm that embodies all the above mechanisms relies on a seed term used as the root 

of a tree. This term simply corresponds to the name of the desired concept which a larger tree 

will be built upon. The procedure starts with clustering individual saplings whose roots have the 

same name as the name of the seed. This is performed by using similarity measures in order to 

identify similar saplings. The merging itself is done with the operation mergeByRoot(  ,  ) and 

each merged sapling corresponds to a different sense of the seed term.  

Then, the concept growth is started by selecting one of the merged saplings. The name of each 

leaf of the initial sapling is used as a reference, for retrieving all other saplings that have similar 

root names. Saplings whose root is most similar to the leaf are linked to it, whereas in cases 

that several saplings match the leaf, all of them are merged together before the actual linking 

takes place.  

Clustering saplings into different senses and merging saplings to leaves of the tree is performed 

incrementally until a certain threshold is reached. As an example, take the trees shown in 

picture above and suppose that (UK) is the seeding term. The process will first cluster both (UK) 

terms together. Now imagine that there is only one sense of UK resulting in a single sapling (UK) 

with the same name. The procedure will continue by selecting one of the unlinked leaves say, 

Glasgow, to work on. All saplings with root (Glasgow) will be clustered and linked to the sapling 

(UK).  

Handling Shortcuts: The attachment of a sapling A to a tree F may lead in structural 

inconsistencies within the tree, for example, a shortcut. A shortcut arises when a leaf of A is 

similar to a leaf of F. An example is shown in the following picture. 



 

Imagine that the current tree is UK -> (London, England, Scotland) and we are about to attach 

the sapling (London -> (British museum, Dockland, England)). If some user places England under 

(London), the attachment of the sapling will create a shortcut to England. To resolve this, the 

similarity between UK-London and UK-England is compared. Since England sapling is closer 

toUK than London sapling, we simply attach England sapling to the tree; while ignoring London 

leaf under UK. 

Ideally, the shortest path would be dropped as the longer one is more likely to contain more 

specific information. However there are cases where the decision of dropping a shorted path 

cannot be taken immediately. This is due to lack of information of whether another shortcut 

would be created if a sapling is attached. Thus at this point, the decision to drop the shorter 

path is postponed until all relevant saplings for possible merge to the present leaf are retrieved.  

Another problem lies in that there is no information whether attaching the England sapling will 

create a shortcut to London from the root UK. Now suppose that leaf-UK,England does match 

the root of sapling (England -> (London, Manchester, Liverpool)) and mutual shortcuts to 

England and London appear once the saplings are attached to the tree. Then, the decision to 

drop the shorter path must be made and that decision must be based on similarity. The sapling 

that is more similar to root-UK should be linked to the tree.  

Handling Loops: Another undesirable structure that could result by attaching a sapling to a leaf 

is a loop. In many cases loops indicate synonymous concepts that arise because of variations in 

ǳǎŜǊǎΩ ŜȄǇŜǊǘƛǎŜ ŀƴŘ ŎŀǘŜƎƻǊƛȊŀǘƛƻƴ ǇǊŜŦŜǊŜƴŎes. In order to determine whether a loop is caused 

by synonyms, the similarity between the root of the sapling and the root of the tree are checked. 

If it is high enough, the similar leafs are removed from the tree and then the merging takes 

place. For instance, take a look at the picture used before and suppose that the (London) 



sapling is about to be attached to (England) sapling at its London node. In order to do so, the 

England Node of London sapling must be removed first. 

Mitigating other structural noise: There are cases, where a sapling containing a specific sense is 

merged with a tree and the sense is relevant with a leaf; but totally irrelevant with the tree 

root. Consider for example the hierarchy: flower -> rose -> black & white. There is a chance that 

the sapling black & white -> (macro, portrait, landscape) will be judged relevant to the leaf 

white of the tree, since they share common tags. This is due to the similarity measure between 

the root and leaf, which is based on contextual information from neighboring saplings. Hence, if 

this sapling is attached to the tree, the tree would end up containing mixed concepts from 

άŦƭƻǿŜǊέ ŀƴŘ άǇƻǊǘǊŀƛǘέΦ Lƴ ƻǊŘŜǊ ǘƻ ŀǾƻƛŘ ǎǳŎƘ ŎŀǎŜǎΣ ŀ ŎƘŜŎƪ ǿƘŜǘƘŜǊ ǘƘŜ ǎŜƴǎŜ ƻŦ ŀ ǎŀǇƭƛƴƎ 

that is destined to be attached is relevant to the ancestors of the leaf must be performed. This 

is done using a continuity measure, which examines the tag overlap and decides not to attach 

the sapling if it has less than L tags in common with the grandparent node. Additionally, 

saplings that are the result of input from more than one user are only attached to leaf nodes.   

Mitigating noisy vocabularies: Noisy nodes can appear due to idiosyncratic vocabularies used 

by different users. These nodes can be identified by the number of users who specify them in a 

certain merged sapling. Specifically, 1% of the number of all users who contribute to the sapling 

is used as a threshold. Leaves of the sapling that are specified by fewer than that are removed. 

5. Results and evaluation of case studies 

This section will now present the results and evaluation criteria of each of the case studies 

presented in chapter 4. The purpose of this chapter is to prove the overall usefulness, 

correctness and effectiveness of the tag correctional mechanisms. The results are grouped 

according to the evaluation criteria the original authors have provided. Hence, the results of 

study cases 1, 2 and 5 which are concerned with the potential of filtering methods seeking to 

reduce noise in tags are presented first. Next comes the evaluation of study case 3. It is 

concerned with providing a solution for multilingualism using WordNet. The evaluation of study 

case 3  can be considered complementary to the evaluation and results of case study 5.  

Furthermore, the results of case study 4 follow. Besides the tag-correctional part, this is also 

concerned with semantic enrichment using folksonomies and the effectiveness of such method 

as an overall refinement to a tag based system. Finally, the evaluation and results of study case 

6 are presented. The methodology of study case 6 is concerned with clustering similar 

hierarchies by using their structure and tag statistics. Then it incrementally weaves them into 

deeper, bushier trees while providing a solution for avoiding or resolving tag ambiguity.  



5.1 Filtering Methods evaluation  

Case study 2 

We begin with presenting the evaluation for mapping unstructured data from Social Web 

folksonomies with structured ontologies from the Semantic Web; by Fawaz Ghali, Mike Sharp 

and Alexandra I. Cristea. The criterion for this case study is to check whether or not, various 

filtering methods can reduce meta-noise and by how much. The evaluation for this approach 

was put to with an initial subset of the 145 most popular tags of Flickr. The initial tag cloud was 

then extended to a larger set of 11.138 tags, in order to retrieve related tags and capture the 

relations between tags and quantifiers; necessary for co-occurrence analysis amongst the tags. 

The experiment was set upon two conditions: 1) Each tag had to occur at least 10 times in order 

ǘƻ ōŜ ǇŀǊǘ ƻŦ ŀ ƎǊƻǳǇΦ ¢Ƙƛǎ ǾŀƭǳŜ ǿŀǎ ŜȄǇŜǊƛƳŜƴǘŀƭƭȅ ŘŜǘŜǊƳƛƴŜŘ ŀƴŘ ƛǘΩǎ ōŀǎŜŘ ƻƴ ǘƘŜ ŦŀŎǘ ǘƘŀǘ 

spam and unrelated tags have a lower average of co-occurrence value. 2) Every group that 

shares more than five tags with another must be combined into a single group, in order to 

avoid redundancy. 

The filtering process is of particular interest. As mentioned before, erroneous spelling is one of 

the problems that folksonomy sites and applications present, leading to meta-noise. In this case 

Flickr tags suffered from quality aspects as they are generated in abundance by a number of 

people who inadvertently misspelled them. In this case, 2.124 out of the total number of tags 

were misspelled. During the filtering phase 1,854 tags of the misspelled tags were corrected, 

which is about 87,288%, while the rest were discarded because their co-occurrence value was 

below the threshold. After the filtering process the remaining 8710 tags were put into relevant 

groups based on their co-occurrence values between tags. For example, the processing of the 

ǘŀƎ άŦƻƻŘέ ǊŜǎǳƭǘŜŘ ƛƴ ǘƘŜ ǊŜǘǊƛŜǾŀƭ ƻŦ тм ǊŜƭŀǘŜŘ ǘŀƎǎΦ !ŦǘŜǊ ŀǇǇƭȅƛƴƎ ǘƘŜ Ŏƻƴditions of the 

experiment and filtering method, a set of 14 tags was obtained as follows: {food, fruit, dessert, 

pasta, cake, red, seafood, fish, meat, grape, spaghetti, vegetable, bread, green}. Then, these 14 

tags were mapped onto the elements of ontologies using Swoogle to retrieve ontologies that 

contain the selected tag; and Jena in order to define relations among tags in this group. The 

results for study case 2 are presented in the table below.  

Study case 2 ς Folksonomies and Ontologies in Authoring of Adaptive Hypermedia 
methodology 

Initial dataset # of tags # percentage 

145 most popular tags of Flickr 

Used to retrieve relevant tags 

11138 100% 

Removed tags (co-occurrence 
value below threshold) 

2302 20,667% 



Misspelled tags 2124 19,06% 

After Filtering # of tags # percentage 

Corrected tags  1854 87,288% 

Uncorrected tags 270 12,712% 

Total 8710 100% 

Besides the positive results of filtering, additional findings of the filtering method includes the 

following: 

¶ The filtering procedure outlines the effect of decreasing the cost of creating and 

authoring semantic content.  

¶ Tags are context specific; different users apply the same tag with different meanings. 

¶ Tags can also be system specific. In the specific experiment, tags were obtained from 

Flickr by using its API. However since many social websites exist, it is reasonable to 

expect different tag clouds and mapping results. For instance, extracting semantics from 

wiki content requires using Wikipedia templates only.  

Additionally, major findings concerning the rest two processes of grouping tags and mapping 

tags include the following: 

¶ There is a delicate balance between manageability and preciseness. This is due to the 

fact that in principle all tags on the social web are connected to each other and thus 

belong to one group. This option however is not considered practical and does not scale 

well and therefore the number of sets should be kept low. Nevertheless, since the 

grouping of similar tags was based on co-occurrence values the tag set should also not 

be kept too low. One important consideration to this aspect is that large sets can lead to 

complex, time consuming computations and may contain too many false entries.  

¶ Not all social web tag groups are covered by ontologies. One solution could be to build 

ontologies out of data coming from social web.  

¶ Several groups share the same subset of tags, which leads to a high degree of similarity 

amongst those groups. This finding suggests that these groups should be merged into 

larger ones in order to avoid redundancy.  

¶ Mapping to multiple ontologies could lead in decreasing tag ambiguity [20]. For example 

ǘƘŜ ǿƻǊŘ άƳƻǳǎŜέ ŎƻǳƭŘ ōŜ ƳŀǇǇŜŘ ǿƛǘƘ ǘǿƻ ŘƛŦŦŜǊŜƴǘ ƻƴǘƻƭƻƎƛŜǎΣ ŎƭŀǊƛŦȅƛƴƎ ƛǘǎ 

meaning and disambiguating its multiple notions (rodent, computer input device, etc). 

Note that this effectively gives solution to the aforementioned problem of polysemy, as 

noted in the section regarding educating users.  

 



Study case 5 

Next is the evaluation of case study 5, the FLOR mechanism, which aims to reduce tag noise by 

applying filtering methods over them. The correctness of FLOR was assessed on a data set of 

250 randomly selected photos with 2819 attached tags in total. During the Lexical Isolation 

process 1673 tags were removed (59%) resulting in 1146 remaining tags. Isolated tags 

contained: 45 two character tags, 333 tags containing numbers and characters, 86 tags with 

special characters and 818 non-English tags. Then the photos that exclusively contained the 

isolated tags where filtered out, giving 226 photos and 1146 tags. Out of these lexically 

processed tags, FLOR correctly enriched 281 tags and incorrectly enriched 20 tags, leading to 

precision results of 93%. However, FLOR did not manage to enrich a large number of tags 

(841tags, 73%). In order to understand the reasons behind this, a 10% out of the 841 tags was 

selected and manually enriched with appropriate SWEs. The resulting enriched tags were 25, 

thus leading to estimation that FLOR could have enriched 287 more tags than it normally did. 

The results of study case 5 are presented in the table below. Further discussion about the 

results is provided afterwards.  

Study case 5 - FLOR (FoLksonomy Ontology enRichment) methodology 

Initial dataset  # of tags Percentage 

250 photos 2819 100% 

Dataset after Lexical Isolation  # of tags removed Percentage 

226 photos 1673 

¶ 45 two character tags 

¶ 333 tags containing numbers  

¶ 86 tags with special characters 

¶ 818 non English characters 

59% 

Enrichment Results # of tags Percentage 

Correct 281 24.5% 

Incorrect 20 1.7% 

Undetermined 4 0.3% 

Non enriched 841 73,4% 

Total 1146 100% 

The main reason that led to enrichment failure was the difference in term definitions of super 

classes in WordNet and online ontologies. While this is a significant amount of missed tags and 

the recall rate is about 49%, the authors state that the results are highly superior to the ones 



obtained in previous results where stage 2 (Sense Definition and Semantic Expansion) was 

absent, proving that using WordNet for sense definition and expansion of tags with synonyms 

and hypernyms had indeed a positive effect on reducing recall. Furthermore the Lexical 

Processing phase would be even more effective if the lexical isolation process was less strict 

and contained supplementary schemes that identify additional special cases of tags such as 

jargon and dates.  

Also, the disambiguation and sense selection method could be replaced with other methods 

such as those used in [55] and [56]; where it could be modified to exploit a different similarity 

measure between two concepts like the Google Similarity Distance. Additionally, the further 

expansion of the resource tag set with more related tags based on statistical measures on the 

co-occurrence of tags would lead into further improvement. This method focuses on 

disambiguating with a more specific context rather than trying to disambiguate with two tags. 

An example that demonstrates this method would be to get and extended tag set such as 

(apple, computer, mac, macOs) in order to disambiguate relevant terms, rather than using the 

somewhat restricted tag set (apple, mac). 

Study case 1 

The evaluation criteria for the FolksAnnotation tool had to do mainly with the performance of 

folksonomy search against semantic topic search in order to see which search results hold more 

relevant records. Let us recall that the tool consists of 2 pipelines, the normalization and the 

semantic annotation pipeline. These pipelines were examined separately based on different 

evaluation criteria.  

¢ƘŜ ƴƻǊƳŀƭƛȊŀǘƛƻƴ ǇƛǇŜƭƛƴŜ ƛǎ ǊŜǎǇƻƴǎƛōƭŜ ŦƻǊ ŎƭŜŀƴƛƴƎ ǇƻǘŜƴǘƛŀƭ ƴƻƛǎŜ ƛƴ ǳǎŜǊǎΩ ǘŀƎǎΦ Lƴ ǘƘƛǎ ŎŀǎŜ 

the tool had to clear tags, irrelevant with the subject of the ontologies attached to the semantic 

annotation pipeline. The method was tested by using three ontologies regarding the domain of 

άǿŜō ŘŜǎƛƎƴέΣ ǘƘŜ ǎǳōƧŜŎǘ ƻŦ ά/{{έ ŀƴŘ ǘƘŜ ƭŜŀǊƴƛƴƎ ǊŜǎƻǳǊŎŜǎ άǘȅǇŜǎέΦ  

The first ƻƴǘƻƭƻƎȅ ǊŜǇǊŜǎŜƴǘǎ ŀƴ ŀōǎǘǊŀŎǘ ƭŜǾŜƭ ƻŦ άǿŜō ŘŜǎƛƎƴέ ŀƴŘ ǘƘŜ ǊŜƭŀǘƛƻƴ ƻŦ ǘƘŜ ŎƻƴŎŜǇǘǎ 

ƛƴ ǘƘŀǘ ŘƻƳŀƛƴΤ ŀƴŘ ƛǘΩǎ ǳǎŜŘ ǘƻ ǇƭŀŎŜ ǘƘŜ /{{ ǎǳōƧect ontology in the context of its domain. The 

CSS ontology provides a list of the concepts used in the subject of CSS and was derived from 

assorted websites that classify the subject of CSS. Finally, the Type Ontology models resource 

types that go beyond the scope of the common vocabulary set provided by IEEE-LOM.  

As far as the normalization pipeline alone, the authors of the tool do not provide a detailed set 

of results in their paper, hence the exact correctness of the process could not be fully analyzed; 

nevertheless, they do provide an example of tags before and after normalization which 

somewhat proves its effectiveness. As seen in the pictures below, tags holding irrelevant 

subject from the subject of the 3 mentioned ontologies have been cleared out. 



 

 

On the other hand, the semantic annotation pipeline was evaluated against Yahoo TE based on 

how many folksonomy tags were attached to ontology concepts. The evaluation procedure 

included a set of 30 randomly selected web resources selected from del.icio.us bookmarking 

service. For each web resource a two set of keywords (namely, folksonomy tags and Yahoo TE 

keywords) were passed through the semantic annotation pipeline.  

The outcome of the evaluation showed that the number of attached keywords from the 

folksonomy set is much higher than Yahoo TE set and demonstrates that folksonomy tags are 

more useful in generating semantic metadata than context-based keyword. Overall, the 

generated semantic metadata was compared according to the performance of folksonomy 

search against semantic topic search, in order to see which search brings more relevant results. 

CSS topics were entered in the folksonomy search field and the number of returned records 

was compared to the number of records returned by the same topics when mapped to the CSS 

ontology. The results show that the implemented semantic search indeed benefited from the 

relation between topics in the CSS ontology to retrieve relevant resources.  

 



Study case 3 

We begin the discussion for the third case study with a reference to the results of the fifth 

study case, the FLOR mechanism. Despite the fact that the results of the evaluation regarding 

FLOR were not as good as expected, there is a crucial point of interest that can be weaved 

together with the suggested method of using WordNet and EuroWordNet in a folksonomy 

system. As stated by the authors of study case 5, the results have improved as compared to the 

results from the previous version of their system. The difference that led to this improvement 

was the addition of an extra stage in their process, called Sense Definition and Semantic 

Expansion; which makes use of the WordNet lexical ontology. This adds to the existing positive 

researches regarded with the use of WordNet [29][30][31][32] and proves its overall usefulness 

and effectiveness in sense definition and expansion of tags with synonyms and hypernyms. 

We refer to example mentioned in 4.3, and ǘƘŜ ǿƻǊŘ άōŜŀǳǘƛŦǳƭέ plus its additional synonymous 

ǿƻǊŘǎ άǇǊŜǘǘȅέ άƎƻǊƎŜƻǳǎέ άƳŀƎƴƛŦƛŎŜƴǘέ ƻǊ άŀǇǇŜŀƭƛƴƎέΦ ²ƻǊŘbŜǘ Ŏƻƴǘŀƛƴǎ Ƴŀƴȅ ǎȅƴƻƴȅƳǎ 

that correlate with the word beautiful. When a user adds a synonymous tag, the system could 

consult the WordNet ontology to check if it contains the inserted tag. If it does not, then it is 

added to the existing set of synonymous words. Furthermore, when a user searches for the 

ǿƻǊŘ άōŜŀǳǘƛŦǳƭέ ǘƘŜ ²ƻǊŘbŜǘ ƻƴǘƻƭƻƎȅ ŎƻǳƭŘ ǊŜǘǊƛŜǾŜ ŀƴŘ ǎƘƻǿ ŀƭƭ ǘƘŜ ǎȅƴƻƴȅƳǎ ŀƭƻƴƎ ǿƛǘƘ 

the original search keyword. Thus, the combination of WordNet with a set of effective filtering 

tools and methods would ensure the correct disambiguation of terms, the correct form and 

spelling of the word, the proper categorization and indexing into the most relevant set of 

synonymous words, as well as the retrieval of relevant results. Additionally, if EuroWordNet is 

attached, this guarantees to provide a system that supports multilingual users, who may be 

able to tag and search for terms contained in languages other than the pre-specified Dutch or 

English vocabularies. 

Again, when considering searching for tags, there are two different methods which can be 

adopted: either save time or save space. Specifically, the words included in the WordNet and 

EuroWordNet should be replicated and stored in the folksonomy as system tags, or these words 

and relations could be deduced from the lexical resources at search time. For example when 

someone makes use of a particular word, in the former case the results would be retrieved 

much faster, whereas in the second case, the keyword would have to be sent to the WordNet 

and the results sent back to the folksonomy. This communication between the folksonomy and 

the ontology is time consuming while the user is waiting for a response. 

  



Study case 4 

The evaluation of the filtering method was performed through News@Hand, a news 

recommender system which combines the ontological knowledge representation, 

recommendation models, and tag filtering technique and matching strategies, described in 

chapter 4.4. The system supports different recommendation models for single and multiple 

users which address several content-based, collaborative filtering and hybrid recommender 

systems limitations. The exploitation of meta-information in the form of ontologies that 

describe the recommended items and user profiles in a general, portable way, along with the 

capability of inferring knowledge from the semantic relations defined in the ontologies, are the 

main points of interest within News@Hand. 

The filtering process has been tested with tags taken from publicly available user account on 

Flickr and del.icio.us. A total of 1004 user profiles have been used and a total of 149,529 and 

84,851 tags respectively. The overlap between the two datasets was found to be 28,550 tags. 

Unfortunately, the authors do not provide any details on the results regarding the effectiveness 

of the filtering process and focus at the accuracy the system populates ontologies with 

folksonomy tags.  

News@Hand makes use of 17 ontologies which are essentially adaptations of the IPTC ontology 
18 and contain concepts of multiple domains such as education, culture, politics, religion, 

science, technology, business, health, entertainment, sports, weather, etc. For the evaluation 

purpose, a total of 137,254 Wikipedia entries were used to populate 744 ontology classes with 

121,135 instances. Additionally, a population of 20 randomly selected undergraduate and PhD 

students from Universidad Autónoma de Madrid (half of them with experience on ontological 

engineering) were used. They were instructed to manually assess 25 instances of each ontology 

by declaring whether each instance was assigned to its correct class, to a less correct class but 

belonging to a suitable ontology, or to an incorrect class/ontology altogether. The results 

showed that the average accuracy for class assignment is 69.9%, and the average accuracy for 

ontology assignment is about 84.4%. The table below presents the findings analytically.  
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 IPTC ontology, http://nets.ii.uam.es/mesh/news-at-hand/news-at-hand_iptc-kb_v01.zip 



 

 

An additional quality metric that the system was tested upon was the precision of the 

personalization and context-aware recommendation of textual information of news items. For 

the part of the evaluation, News@Hand periodically retrieved news items via RSS feeds with 

information of published news articles from the websites of well-known news media, such as 

BBC, CNN, NBC, The New York Times, and The Washington Post for two months.  

RSS is a standard based on XML for distributing web content updates. The information 

consisting these RSS feeds is their title, summary of content, publication date, hyperlinks to the 

full texts and related on-line images. With a collected dataset of 9,698 stored news, the system 

analyzed and automatically annotated the textual information (title and summary) of the RSS 

feeds, giving a total of 66,378 annotations. The evaluation was done with the assistance of 20 

graduate students, who were requested to evaluate 80 different news items from each of the 8 

topic sections of News@hand. Specifically, they had to specify whether the annotations of each 

item were correct or not. The results of the evaluation process gave out an average accuracy of 

74,8%. The annotation accuracies for each topic are depicted below. 



 

Study case 6 

The SAP algorithm is an approach for folksonomy learning based on relational clustering, which 

exploits structured metadata contained in personal hierarchies. The algorithm aims to cluster 

similar hierarchies using their structure and tag statistics, and then incrementally weave them 

into deeper, bushier trees; avoiding or resolving ambiguity at the same time. The evaluation 

was based on a data set from Flickr, which contained user collections and their constituent sets. 

The users themselves were members of seventeen public groups dedicated to wildlife and 

nature photography; however they also had many other common interests such as travel, 

sports, arts and crafts, people and portraiture. Initially, tags associated with images in the set 

were extracted, as well as all other images that users annotated with these tags. Then, all the 

saplings and personal hierarchies from these data were constructed, with each sapling rooted 

at one of the ǳǎŜǊΩǎ ǘƻǇ ƭŜǾŜƭ ŎƻƭƭŜŎǘƛƻƴǎΦ ¢Ƙƛǎ ǇǊƻŎŜŘǳǊŜ ƎŀǾŜ ƻǳǘ ŀ Řŀǘŀ ǎŜǘ ƻŦ нлΣт59 saplings, 

created by 7.121 users.  

SAP was compared against the folksonomy learning method SIG, which is the previous state of 

the art algorithm and is described in Plangprasopchok and Lerman 2009 [41]. For reference 

purposes, the mechanism of SIG first breaks a given sapling into (collection-set) relations and 

then employs a hypothesis testing to identify the most informative relations; given the 

assumption that nodes with the same stemmed name refer to the same concept. Informative 

relations are then linked into a larger folksonomy. The evaluation was performed with three 

different approaches in mind: 1) automatic comparison with a reference hierarchy, 2) structural 

evaluation and 3) manual evaluation.  

 

 



Automatic comparison with reference hierarchy 

As far as the first approach is concerned, the reference hierarchy used was the Open Directory 

Project (ODP) 19. The reason behind this choice lies in the fact that it contains more colloquial 

terms compared to WordNet, as ODP is generated, reviewed and revised by a large number of 

registered users. Furthermore, ODP users tend to specify less formal relations.  

¶ First, a seed S is specified and represents the root of the learned folksonomy F and the 

reference hierarchy to which it is compared (ODP).  

¶ Then, the folksonomy is expanded two levels along the relations in F. Nodes in the 

second level are added as leaf candidates, LC. If the spanning stops after one level, the 

noŘŜΩǎ ƴŀƳŜ ƛǎ ŀƭǎƻ ŀŘŘŜŘ ǘƻ [/Φ ¢ƘŜ ƭŜŀŦ ŎŀƴŘƛŘŀǘŜǎ [/5 ǘƘŀǘ ŀǇǇŜŀǊ ƛƴ h5t ŀǊŜ 

identified when given S and LC. All paths from S to LCD in the reference folksonomy ODP 

constitute the reference hierarchy for seed S.  

¶ Finally, S is used as seed for learning the folksonomy associated with a concept. In SIG, 

both S and LC were used to learn the folksonomy. The metrics to compare the learned 

folksonomy are Lexical Recall (LR) and Taxonomic Overlap (mfTO). LR measures the 

overlap between the learned and reference taxonomies, while mfTO measures the 

quality of structural alignment of the taxonomies. For detailed analysis of the two 

methodologies, the user is prompted to 20 and 21 respectively.  

Structural evaluation 

The structural evaluation is performed using the Area Under Tree measure. AUT is calculated by 

computing the distribution of the number of nodes in each level and then compute the area 

under the distribution. Trees that keep branching out at each level will have larger AUT than 

short and thin trees.  

Manual evaluation 

Finally, the manual evaluation was achieved by using 3 human subjects to assess a randomly 

selected 10% of the paths of induced folksonomies which were not comparable to ODP 

hierarchy. If a portion of the path is incorrect, either because an incorrect concept appears or 

the ordering of concepts is wrong, the judges were asked to mark it as mistaken, otherwise as 

correct. 
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Results 

After examining the results of the SAP algorithm and comparing them with SIG, SAP proved to 

produce bushier trees and recover a larger number of concepts relative to ODP (Open Directory 

Project) which was used as a reference hierarchy. The suggestive numbers of overlapping 

leaves indicate that SAP recovered a larger amount of concepts compared to ODP in 90% of the 

cases; and produced better scored in 76% of cases compared to LR (Lexical Recall). Additionally, 

SAP produced trees with higher quality relative to ODP in 68% of cases, as indicated by the 

fmTO (Modified Taxonomic Overlap).  

As far as the structural evaluation, SAP also produced bushier trees as indicated by AUT in 87% 

of the cases, as well as a greater average depth from roots to all leaves of the trees (2.68 vs 

2.37). Finally, although the manual evaluation suggested that both approaches can induce 

about the same quality of incomparable paths to ODP, after closer examination of the learned 

trees, SAP also showed its potential in disambiguating and correctly attaching relevant saplings 

to appropriate trees. CƻǊ ŜȄŀƳǇƭŜΣ ǘƘŜ άōƛǊŘέ ǘǊŜŜ ǇǊƻŘǳŎŜŘ ōȅ {!t ŘƛŘ ƴƻǘ Ŏƻƴǘŀƛƴ Lǎǘŀƴōǳƭ ƻǊ 

other Turkey locations. An additional evaluation was performed by considering how many of 

the incorrect paths were caused by node ambiguity. To do so, ambiguous terms were initially 

identified and checked in order to see how many of the incorrect paths contained these terms.   

The former was tested using the following heuristic: for a given leaf of the induced tree, if many 

ŘƛũŜǊŜƴǘ ƳŜǊƎŜŘ ǎŜƴǎŜǎ ŜȄƛǎǘ όƛΦŜΦΣ Ҕ млύΣ ǘƘŜƴ ǘƘŜ ƭŜŀŦ ƛǎ ŎƻƴǎƛŘŜǊŜŘ ŀƳōƛƎǳƻǳǎ. During the tree 

induction process, these nodes and the root were kept in track and subsequently they were 

used to check the accuracy of the paths in the hand labeled data containing them. As presented 

in the picture below, there is about a half reduction in error for ambiguous paths using sap. This 

supports the claim about superiority of SAP on node disambiguation. 

 



One of the most important advantages of SAP is that it combines relevant saplings based on 

contextual information, which in turn can resolve ambiguity of concept names. For example, in 

ǘƘŜ άǎǇƻǊǘǎέ ǘǊŜŜΣ {!t ŘƛŘ ƴƻǘ ƛƴŎƭǳŘŜ ŀƴȅ ŎƻƴŎŜǇǘ ŀōƻǳǘ ǘƘŜ ǎƪȅ όǎƪƛŜǎ ŀƴŘ ǎƪƛƛƴƎ ǎƘŀǊŜ ǘƘŜ 

same stemmed name). Additionally, it requires just one seed term to build a tree in an 

incremental fashion. Finally, similar concepts can appear multiple times within the same 

hierarchy while at the same time synonyms can be identified from the structure of the tree 

(loops). All these features combined yield a large number of shallow hierarchies being merged 

into a common, denser and deeper folksonomyΧ. A demonstration of a tree produced by SAP is 

demonstrated below. The analytical results of the comparison between SAP and the rest 

methodologies are shown in the table image afterwards. 

 

 
































































